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FOREWORD

The U.S. Environmental Protection Agency is charged by Congress with pro-
tecting the Nation's land, air, and water resources. Under a mandate of national
environmental laws, the Agency strives to formulate and implement actions lead-
ing to a compatible balance between human activities and the ability of natural
systems to support and nurture life. To meet this mandate, EPA's research
program is providing data and technical support for solving environmental pro-
blems today and building a science knowledge base necessary to manage our eco-
logical resources wisely, understand how pollutants affect our health, and pre-
vent or reduce environmental risks in the future.

The National Risk Management Research Laboratory is the Agency's center for
investigation of technological and management approaches for reducing risks
from threats to human health and the environment. The focus of the Laboratory's
research program is on methods for the prevention and control of pollution to air,
land, water, and subsurface resources; protection of water quality in public water
Systems; remediation of contaminated sites and groundwater; and prevention and
control of indoor air pollution. The goal of this research effort is to catalyze
development and implementation of innovative, cost-effective environmental
technologies; develop scientific and engineering information needed by EPA to
support regulatory and policy decisions; and provide technical support and infor—
mation transfer to ensure effective implementation of environmentsal regulations
and strategies.

This publication has been produced as part of the Laboratory's strategic long-
term research plan. It is published and made available by EPA!'s Office of Re-
search and Development to assist the user community and to link researchers
with their clients.

E. Timothy Oppelt, Director
National Risk Management Research Laboratory

EPA REVIEW NOTICE

This report has been peer and administratively reviewed by the U.S. Environmental
Protection Agency, and approved for publication. Mention of trade names or
commercial products does not constitute endorsement or recommendation for use.

This document is available to the public through the National Technical Information
Service, Springfield, Virginia 22161. :
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DISCLAIMER

LEGAL NOTICE: This report was prepared by Radian International LLC as an account
of work sponsored by Gas Research Institute (GRI) and the U.S, Environmental Protection
Agency (EPA). Neither EPA, GRI, members of GRI, nor any person acting on behalf of

either:

a. Makes any warranty or representation, express or implied, with respect to the
accuracy, completeness, or usefulness of the information contained in this
report, or that the use of any apparatus, method, or process disclosed in this

Teport may not infringe privately owned rights; or

b. Assumes any liability with respect to the use of, or for damages resulting
from the use of, any information, apparatus, method, or process disclosed in
this report.

NOTE: EPA’s Office of Research and Development quality assurance/quality control
(QA/QC) requirements are applicable to some of the count data generated by this project.
Emission data and additional count data are from industry or literature sources, and are not
subject to EPA/ORD’s QA/QC policies. In all cases, data and results were reviewed by the
panel of experts listed in Appendix D of Volume 2.
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This report describes the statistical methods used to quantify the annual
methane emissions from the natural gas industry. The objective was to
determine this quantity with an accuracy of 0.5% of production on the
basis of a 90% confidence interval.

The increased use of natural gas has been suggested as a strategy for
reducing the potential for global warming. During combustion, natural
gas generates less carbon dioxide (CO,) per unit of energy produced than
either coal or oil. On the basis of the amount of CO, emitted, the
potential for global warming could be reduced by substituting natural gas
for coal or oil. However, since natura] gas is primarily methane, a potent
greenhouse gas, losses of natural gas during production, processing,
transmission, and distribution could reduce the inherent advantage of its
lower CO. emissions.

To investigate this, Gas Research Institute (GRI) and the U.S.
Environmental Protection Agency’s Office of Research and Development
(EPA/ORD) cofunded a major study to quantify methane emissions from
U.S. natural gas operations for the 1992 base year. The results of this
study can be used to construct global methane budgets and to determine
the relative impact on global warming of natural gas versus coal and oil.

The national emissions for the base year are 314 + 105 Bscf (= 33%),

which is equivalent to 1.4% + 0.5% of gross natural gas production. The
program reached its accuracy goal and provides an accurate estimate of

il



Technical
Approach

Project
Implications

methane emissions that can be used te construct U.S. methane
inventories and analyze fuel switching strategies.

The technical approach involved several aspects, including statistical
sampling, estimation of annual emission values, and quantification of
uncertainty. :

To facilitate the sampling process, the industry was divided into emission
source categories. A target accuracy value was computed for each
category as an aid in allocating sampling resources. The target
accuracies were updated as the sampling process proceeded and more
was known about the characteristics of the categories.

Tests were performed to identify categories for which the sampling
process may have produced a bias. While these tests were designed to
identify bias, they were also sensitive to sampling anomalies. If
undetected, such anomalies could have led to larger than expected
random errors. While no test exists that would absolutely guarantee that
zero bias existed, the bias screening that was performed was of
significant benefit in the study. When evidence of bias was discovered,
steps were taken to remove it. Collecting more data is one possible step;
other remedies are discussed in the report.

For each source category, an activity factor and an emission factor were
computed. Typically, the activity factor is the number of sources
(population) of a source category, and the emission factor is the average
annual emissions of a source. The uncertainties of both the activity
factor and the emission factor were quantified on the basis of the data.

The national emissions for a source category equals the activity factor
times the emission factor. The annual emissions for the industry is the
sum of the annual emissions for all the categories. Analysis of error
propagation was performed to compute the uncertainty of the annual
emissions by category and the uncertainty of the national emissions.

An analysis was performed to determine the sensitivity of the uncertainty
in the national emissions to the presence of non-normally distributed
errors and correlated errors among source categories. The uncertainty of
the national annual emissions was computed under worst-case
assumptions.

For the 1992 base year the annual methane emissions estimate for the
U.S. natural gas industry is 314 Bscf + 105 Bscf (£ 33%). This is

equivalent to 1.4% =+ 0.5% of gross natural gas production. Results from .
this program were used to compare greenhouse gas emissions from the

iv



fuel cycle for natural gas, oil, and coal using the global warming
potentials (GWPs) recently published by the Intergovernmental Panel on
Climate Change (IPCC). The analysis showed that natural gas
contributes less to potential global warming than coal or oil, which
supports the fuel switching strategy suggested by IPCC and others.

In addition, results from this study are being used by the natural gas
industry to reduce operating costs while reducing emissions. Some
companies are also participating in the Natural Gas-Star program, a
voluntary program sponsored by EPA’s Office of Air and Radiation in
cooperation with the American Gas Association to implement cost-
effective emission reductions and to report reductions to the EPA. Since
this program was begun after the 1992 baseline year, any reductions in
methane emissions from this program are not reflected in this study’s
total emissions.

Robert A. Lott
Senior Project Manager, Environment and Safety
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1.0 SUMMARY

This report is one of several volumes that provide background information
supporting the Gas Research Institute and U.S. Environmental Protection Agency Office of
Research and Development {GRI-EPA/ORD) methane emissions project. The objective of
this comprehensive program is to quantify the methane emissions from the gas industry for
the 1992 base year to within +0.5% of natural gas production starting at the wellhead and

ending immediately downstream of the customer’s meter.

This report presents a detailed discussion of the statistical methods used in this
study. The major topics discussed include statistical sampling issues, calculation of the 1992

national emissions, and determination of the uncertainty of this value.

To facilitate the sampling process, the industry was divided into source
categories. A target accuracy value was computed for each category as an aid in allocating
sampling resources. The target accuracies were updated as the sampling process proceeded

and more was known about the categories.

Tests were performed to identify categories for which the sampling précess
may have introduced a bias. While these tests were designed to identify bias, they were also
sensitive to sampling anomalies. If undetected, such anomalies could have led to larger than
expected random errors. While no tests exists that would absolutely guarantee that zero bias
existed, the bias screening that was performed was of significant benefit in the study. When
evidence of bias was discovered, steps were taken to remove it. Collectixig more data is one

possible step; other remedies are discussed later in the report.

For each source category, an activity factor and an emission factor were
computed. Typically, the activity factor is the number of sources (population) of a source

category, and the emission factor is the average annual emissions of a source, The



uncertainties of both the activity factor and the emission factor were quantified on the basis
of the data.

The national emissions for a source category equals the activity factor times the
emission factor. The annual emissions for the mdustry is the sum of the annual emissions
for all the categories. Analysis of error propagation was performed to compute the

uncertainty of the annual emissions by category and the uncertainty of the national emissions.

An analysis was performed to determine the semsitivity of the national apnual
emissions to the presence of non-normally distributed errors and correlated errors among
source categories. The uncertainty of the national annual emissions was computed under

worst-case assumnptions.

National emissions were quantified to be 314 + 105 Bscf (+ 33 %), which is
equivalent t0 1.4% + 0.5% of natural gas production. The accuracy goals of the project

WEre met.



2.0 INTRODUCTION

In general, the first step for estimating methane emissions from the U.S.
natural gas industry was to identify, delineate, and characterize each emission source within
the industry, so that all significant sources were included. The industry characterization
affected the sanipiing strategy and, therefore, is relevant to the statistical methodology
discussed later in the report. While the industry characterization is covered in detai] in other

Tier 3 reports, a brief summary follows.

The industry was divided into its principal market segments: production,
processing, transmission, and distribution. Within each market segment, the process
facilities were identified, and within each facility, the individual pieces of equipment and
components contributing to emissions (the source categories) were identified. The
disaggregation ensured that no sources were overlooked or double counted and produced a
manageable framework within which the study would be conducted. The industry market
segments, major facilities within those segments, and the major equipment within the

facilities are shown in Table 2-1.

After identifying the major equipment (source categories) m each industry
market segment, all possible emissions from each source were identified by examining the
operating modes of the equipment that may lead to emissions and by associating one of three
possible types of emissions with the source: fugitive emissions, vented emissions, or

combustion emissions.

In Section 3, sampling and methods for avoiding bias are discussed. In Section
4, the methods used to extrapolate emissions estimated for individual sources to obtain a
nationwide average are discussed. Methods for quantifying uncertainty are also discussed in
Section 4. In Section 5, the major statistical assumptions are summarized. Results

pertaining to the attainment of the target accuracy are presented in Section 6.



TABLE 2-1. INDUSTRY CHARACTERIZATION

m=—___ =
+ Segment - _ Facﬂmes """ Eqmpment at the Faczhty
Production Well Sites, Wellheads, Separators,
Central Gathering Facilities Pneumatic Devices, Chemical
Injection Pumps, Dehydrators,
Compressors, Heaters, Meters,
Pipelines
Processing Gas Plants Vessels, Dehydrators,
| Compressors, Acid Gas
Removal (AGR) units, Heaters,
' Pneumatic Devices
I
Transmission |'I‘ransn:ussxon Pipeline Networks, | Vessels, Compressors,
| Compressor Stations, Pipelines, Meters/Pressure
Meter and Pressure Reg. Stations ’chulators, Pneumatic Devices
Storage Underground Injection/ Withdrawal EWeIIheads, Vessels,
| Facilities, and Liquefied Natural Gas Compressors, Dehydrators,
(LNG) facilities Heaters, Pneumatic Devices
Distribution Main and Service Pipeline Networks, | Pipelines, Meters and Pressure

Meter and Pressure Reg. Stations

Regulators, Pneumatic Devices,
Customer Meters

————



3.0 SAMPLING AND AVOIDING BIAS

Data obtained in this project were necessarily collected from a limited number
of sources. These data were extrapolated to obtain nationwide estimates for similar sources
throughout the industry. The extrapolation techniques for creating nationwide emission
estimates were developed so that the emissions for each source category could be estimated

with a relatively high level of precision {given the nature of this study) and negligible bias.

The extrapolation approéch Is a method to scale up the average emissions
from a source, determined by a limited sampling effort, to represent the entire population of
similar sources in the gas industry. The extrapolation approach uses the concept of
emission and activity factors to estimate emissions on the basis of a limited number of
samples. These factors are defined in sﬁch a way that their product equals the total annual

nationwide emissions from a source category in the natural gas industry.
EF x AF = National Emissions for a Category @)
where:

EF = emission factor for a category, and

AF = activity factor for the same category

Typically, the emission factor for a source category represents the average
emissions per source, and the activity factor represents the total industry population of the
source. The emission factor is the summation of all measured or calculated emissions from
each of the sources sampled divided by the number of sources sampled. The activity factor
Is the total number of sources in the entire target population or source category. However,
in applying this simplified approach to developing emission and activity factors, it is

important to ensure that there is no bias in the data.



The extrapolation methodology involves more than just the scaling up of
emissions data; it also includes the sampling approach, which is fundamental to the

accuracy of the emissions data.

Basic issues pertaining to accuracy, precision, and bias are discussed in
Section 3.1. The sampling approach designed specifically for this project is presented in
Section 3.2. Calculation of target precision by source category is discussed in Section 3.3.
The methods for estimating the emission factors and activity factors are discussed in
Sections 3.4 and 3.5, respectively. Summary comments regarding techniques used to screen

for bias are given in Section 3.6.

3.1 _ Accuracy, Precision, and Bias

Figtire 3-1 illustrates the role of random and bias errors in the estimation
process. In each of the four illustrations in this figure, the center of the concentric circles
represents the correct answer. In the illustration in the upper left, there is a significant
amount of random scatter in the points. The term "precision” refers to random variability
alone; in this case, the precision is poor. Additionally, the points are predominantly below
and to the right of the target. The systematic difference between the points and the correct
answer is a bias. The term "accuracy” refers to the total error, including random and bias

errors. Because of the large bias and the poor precision, the accuracy is also poor.

In the illustration in the upper right of Figure 3-1, the points are randomly
scattered about the correct answer; there is little or no bias in this case, but the precision
and accuracy are both poor. In the lower left, there is good precision, but there is again a
large bias; thus, the accuracy is poor. In the lower right, the bias is small, and the precision

is good. Thus, the accuracy is good in this case.

Sampling bias occurs if the methodology ts flawed in 2 manner that leads to a

Systematic under-representation of parts of the population and a systematic over-



High Bias + Low Precision

Low Bias + Low Precision
= Low Accuracy

= Low Accuracy

G

High Bias + High Precision Low Bias + High Precision
= Low Accuracy = High Accuracy

Figure 3-1., Ilustration of Random and Bias Errors



representation of other parts. Bias, in a statistical sense, can be explained as follows.
Suppose it was possible to repeat the sampling and measurement process infinitely many
times, and that each time the process was repeated, an independent estimate of a given
emission factor was obtained. If the average of the entire infinite set of emission factor
estimates equalled the true value, then a bias would not exjst. If the average of these
estimates differed from the true value, then the process would be Wwrong in a systematic
sense, and a bias would be said to exist. The point here is that averaging an infinite set of
independent estimates of the emission factor would remove random €rror altogether, leaving
only bias error, if any. While it is clearly impossible to obtain an infinite set of estimates

of an emission factor, the example given serves to illustrate the meaning of bias.

32 Sampling Approach_

Even if the overall precision of an estimate is acceptable because the
variability in the data is relatively low, the overall accuracy may still be poor if the data are

biased. Several sampling approaches can be applied in order to avoid bias.

Random Sampling—Random sampling produces a sample set obtained in
such a way that each source in the population has an equal Pprobability of being sellected. A
random sample is expected to "match” the industry population because no biases are
introduced when selecting the sites. The number of data points required in a random
sample depends on the target precision of the final emissions estimate, the confidence with
which this precision is to be met, and the underlying variability among the annual emissions

of the complete set of sources.

Random sampling is not a guarantee of accurate results. It is possible, for
example, that, by pure chance, random sampling would produce a disproportionately large
number of sources from the Gulf Coast and an under-representation of sources from the

West Coast. While such an outcome is unlikely if the sampie size is sufficiently large, this



particular problem can be avoided altogether by selecting an acceptable number of sources

from each of a set of regions (see the discussion of stratified random sampling below).

There are two major reasons why truly random sampling was not possible in
the GRVEPA program. First, a complete list of sources did not and still does not exist. It
was possible, for example, to list all compressor étations whose owners were GRI members.
While this might account for 90% of the compressor stations, the list was not complete.
Another example is the production segment, where it was not possible to produce a list of
all the individual well owners for random selection, The second reason random sampling
was not possible is that the owners of the randomly selected sources would not have been
required to participate in the study. For this reason, there is no guarantee that a truly
random sample of the available list could be tested.

Stratified Random Sampling—In stratified random sampling, the population
of interest is divided into subsets, or strata. Then random samples are drawn from each
Stratum. For example, the sourcés of interest in this program could be stratified by
geographical region, and random sampling could be applied within each region.

Strata are typically chosen so that the variable of interest (emission factor or
activity factor) has a smaller variance within the strata than in the population as a whole. If
this objective is achieved, stratified sampling can usually allow a given precision

requirement to be achieved with a smaller sample size.

Sampling to include the different regions in the country was important. Each
producing region selected for the United States had unique production characteristics.
Failure to account for these regional differences in the extrapolation could have led to

significant bias in the estimate.

Stratified random sampling can be performed proportionately or

disproportionately. In proportionate stratified random sampIing, the number of sources



sampled in a stratum is in proportion to the total number of sources in that stratum. For
example, if Region A had twice as many sources as Region B, then the sample would
include twice as many sources from Region A as from Region B. From an intuitive point
of view, a proportionate stratified random sample "matches” the population, at least with

respect to the criteria used to specify the stratification.

Proportionate stratified random sampling can be used to address the issue of
regional differences, but only if applied properly. In the paragraph above, it is suggested
that sources could be sampled in proportion to the total number of sources by region.
Alternatively, proportionality could be achieved on the basis of gas production, rather than
on the basis of the number of sources. The variable or variables used to achieve
proportionality must be closely related to emissions or proportionate random sampling

would serve no purpose.

It is common in practice, however, to sample in such a way that the sample
size for a stratum is not in proportion to the total number of sources in the stratum (and the
throughput of the sampled sources is not proportional to total throughput in the stratum).
This type of sample is called a "disproportionate stratified random sample.” This type of
sample does not “match” the population in the sense described above. As long as the
disproportionality is accounted for in computing the final statistics (e.g., mean emission rate

by source category), disproportionate sampling will not cause a bias in the final resuits.

There are various reasons for disproportionate stratified sampling.
Convenience and opportunity may be factors. On a given field trip, for example, there may
be the opportunity to sample more sources in a given category than are needed to achieve a
proportionate random sample. Given the opportunity, it is better to obtain the available
data than to restrict the sampling just to maintain a proportionate sample. Statistical issues
may also lead to disproportionate sampling. For example, it may be advantageous to obtain

more data points for a stratum within which the emission rate has a larger variance than

10



within another stratum with a small variance; i.e., a more accurate estimate of the total

emission rate may be achieved on the basis of a disproportionate sample.

Neither type of stratified random sampling was feasible in this study. The
obstacles to random sampling, discussed earlier in this section, were also obstacles to

random sampling within strata.

Further, at the outset of the program, it was not known which variables were
related to emissions; thus, it was not known which variables should be used as a basis for
stratification. If stratification had been performed on the basis of all variables that could
possibly influence emissions, the number of strata (determined by the number of variables
and the number of categories for each variable) could have become unreasonably large. For
example, for leakage from underground distribution mains and services, a number of
parameters were identified that potentially influence emissions: pipe material, age,
operating pressure, diameter, soil type, and parameters characterizing the leak detection and
repair practices of the company. The required sample size can become large because of the
total number of strata, especially if proportional stratified random sampling is used. One
company has embarked upon an independent program to quantify leakage from
underground mains and services using a proportional sampling approach. Even within this
single company, hundreds of samples were required to produce a proportionate stratified

random sample for underground pipelines.

Additionally, stratified sampling is of no use unless there are activity factors
that can be used to estimate the emission rate for the population. Complete information for
all variables of potential interest does not exist. For example, the age of a dehydrator may
not be known even by the owner of the equipment in some cases. It would be pointless to
stratify dehydrator emission factors with respect to age if the necessary activity factors

cannot be obtained.

11



Approach Selected For This Program—Thus, because of various practical
limitations, neither random sampling nor stratified random sampling was feasible in this
study. For this reason, an alternate approach was used. While this approach is not a
textbook sampling method, it is believed to be very effective for the specific needs of this
project. The selected approach is similar to disproportionate stratified random sampling,
with certain differences.

Initially, some data were collected to determine if a given source was a major
contributor to the methane emissions. For each source category, an initial estimate of the
number of sources to be sampled was calculated based on an estimate of the target
precision and the estimated standard deviation for the source category. The target
precisions are based on the need ultimately to estimate the anmual national emissions to
within 0.5% of the annual national production (111 Bsef) on the basis of a 0%
confidence limit. The approach for determining the target precisions for the different
source categories is discussed in the next subsection. Sites were selected in a random
fashion from known lists of facilities, such as GRI or A.G.A. member companies. _
However, the companies contacted were not required to participate, and a cofnpleté list of
all sources in the United States was generally not available; therefor , the final set of
companies selected for sampling was not truly random. Each company that agreed to
participate in the program was asked to select representative sites for sampling, rather than

one-of-a-kind facilities.

After a limited set of data was collected, the data were screened for bias by
evaluating the relationship between emission rate and parameters that may affect emissions.
The topic of screening for bias is discussed ﬁlrther In Section 3.4, which pertains to the
emission factor approach. If a relationship between emissions and a parameter was found,
then the ﬁopulation, or the number of sources in the industry, was stratified by that
parameter. For example, station type was determined to influence the emission rates from
metering and pressure regulating stations, so the number of stations under each station type

in the nation was determined. To stratify the population of sources by a parameter, data

12



were collected from companies on the distribution of sources in each stratum, and an

average covering all companies sampled was determined.

It is important to realize that just because a parameter or set of strata is
identified that has a large effect on the emissions from a given source category, it does not
mean that there is bias in the data. A second condition is necessary: The sampling
procedure would have to produce disproportionate numbers of samples in the strata. To
determine whether this has occurred, information is needed on the ratio of the total number
of sources in a given stratum to the total number of sources throughout the country. If this
ratio is different from the corresponding ratio for the sample data set, then there may be
bias. But this bias can be eliminated by applying the correct emission factors and activity

factors for the different strata.

Once the strata were identified, the precision of the emission rate extrapolated
to a national basis was evaluated and compared to the target precision for the source
category; the calculation of target precisions for all source categories is discussed in the
next subsection. Where necessary, additional data were collected in various strata to
improve the precision of the national estimate of emissions from the source. The number
of additional data points needed to meet the newly calculated target precision is computed

on the basis of measures of uncertainty (confidence intervals) introduced later in this report,

Tables showing the general data for the sites visited (sampled) in the
production, processing, transmission, and storage segments of the gas industry are presented
in Appendix A of Volume 5 on activity factors.! These tables are not central to the
discussion of statistical methods, but they are mentioned here because they provide an

indication of the magnitude of the sampling effort.
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3.3 Target Precisions

A further issue regarding sampling is the number of sources to sample in each
category. The ultimate objective is to estimate the industry annual emissions within 0.5% of
the annual natural gas production (within 111 Bscf) on the basis of a 90% confidence

interval. The sampling must be adequate 1o achieve this objective.

It is necessary to sample in a way that will lead to the required accuracy in the
estimate of the industry total emission rate. Given this objective and the finite resources
available for the project, it was not feasible to characterize the emissions from all source

categories extremely accurately.

A large percentage error can be tolerated in the estimate of the emissions from
categories that have small emissions without jeopardizing the accuracy of the national
emissions. The percentage errors for the categories with the largest emissions would have

the largest contribution to the error in the national anmual emissions.

Table 3-1 illustrates these ideas. A hypothetical case has been chosen with
two categories. The two source categories have emissions of 0.1 and 50 Bscf. (The range of
emissions by category in the gas industry is even greater, as shown by the summary table in
Appendix C.}

In Table 3-1a, the relative uncertainty of the emissions from each source is
20%. As a result, the relative uncertainty of the emissions for the two categories is 10.0

Bscf, or 20.0% of the emissions.
In Table 3-1b, the uncertainties are unequal percentages of the category

emissions. For the category with smaller emissions, the uncertainty is 100% of the

emissions. For the category with larger emissions, the uncertainty is only 10% of the
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emissions. In this case, the uncertainty of the emissions of the two categories is half the

previous value, despite the 100% uncertainty for the category with the smaller emissions.

TABLE 3-1. HYPOTHETICAL ILLUSTRATION OF ISSUES
RELATIVE TO TARGET ACCURACY

(a) Case with Equal Percentage Uncertamtles

- Annual Ny Pl L s
Source _Emissions ‘Telerance . Uncertamues
Category - (Bsel) U {Bsef) %)
I 0.1 0.02 200
2 50 10 200
Total ©50.1 10.0 200
(b) Case with Unequal Percentage Uncertamtles
_ L Annual ' L
Source . Em!ssluns
-Category * = . ABsey: L L {%)
1 _ 0.1 0.1 100.0
2 50 5 10.0
Total 50.1 5.0 10.0

In this hypothetical illustration, the percentage error for the category with
| larger emissions dominates the percentage error for the sum of the emissions for the two
categories. Similarly, in the actual case with 86 categories, the percentage errors in the
categories with larger emissions will have the greatest effect on the error in the industry

annual emissions.

Note that, in Table 3.1, the uncertainty of a total is not the sum of the
uncertainties for the corresponding categories. Analysis of error propagation in a sum is

discussed in Section 4.4.

In view of the discussion above, it is advantageous to devote more of the
project resources to sources with larger emission values. It is necessary to devote some

resources, however, to all categories.
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The approach taken in this project was to establish a target precision for each
category, such that the required precision for the industry annual emissions is exactly met if
the individual target precisions are met for all categories. The target precision was updated
periodically during the program to indicate categories that require significantly more
sampling to meet their target precisions.

Inherent in this discussion is the fact that the uncertainty of the estimate of the
emissions for a category decreases as the number of data points increases. The relationship
between the uncertainty of an estimated quantity and the number of dara points (sample size)

on which the estimate is based is discussed in Section 4.3.

The term "target precision” was used ig the context of this section rather than
"target accuracy.” This is because the precision of the estimate of the emission rate for a
category can be quantified on the basis of the variability in the data (again, see Section 4.3).
Bias cannot be quantified. As is discussed elsewhere in the report, however, considerable
efforts have been made to avoid blas An assessment of the attainability of the desired
accuracy for the industry annual emissions in view of both random errors and the possibility

of undetected bias errors is presented in Section 6.2.

' The equation for target precision adopted is as follows:

TP=100[3] 2

JER

where TP = target precision (%),
ER = annual emissions in Bscf, and

= coefficient determined from the data (see below).
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This function is clearly unbounded as ER approaches zero. Therefore, a
maximum target precision of 1500% was imposed. While this sounds like an Enormous
uncertainty, only the smallest categories that contribute a fraction of a percent of the industry

anmual emissions could be affected by this maximum.

The function is bounded below only by zero. To avoid calculating an
unreasonably small target precision for categories with large emissions, a lower limit of
75% was imposed for each category. In other words, a target precision would not be set
lower than 75% for any one category. However, all calculated target precision values were

greater than 75%, so no values were changed as a result of this constraint.

The equation was iteratively solved for "a" so that the overall goal of +111
Bscf precision for the national estimate was met. The constant "a" in the equation above was
computed to be 6.24. That is, for this value of "a,” if the target precisions were just met for

all categories, the required precision would also be met for the industry annual emissions.

The target precisions were not used as absolute constraints. Suppose, for
example, that on a given field trip there was an opportunity to sample more sources than
were required to bring a given category into compliance with the target precision.
Moreover, given that the basic travel expenses were incurred in any case, the incremental
cost of obtaining the additional measurements was small. In a case such as this, a common-

sense approach was used, and the additional measurements were obtained.

Further, it is not absolutely required that the target precision be met for all
categories for the accuracy requirement to be met for the industry. It is possible for the
industry requirement to be met given that the uncertainties for some categories are less than
the target precisions and the uncertainties for other categories are greater than the target

precisions.
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The summary table in Appendix C includes both the uncertainties of the
emission rates and the target precisions by category.

34 Emission Factor Approach

If it had been possible to use a random or proportionate stratified random
sampling approach to collect data, then the emission factor could have been calculated by
simply summing the emissions data from all sources and dividing by the number of sources
sampled. In this case, the emission factor would be defined as the annual emissions per
source. By the nature of true random or proportionate stratified random sampling, the

resulting average emission factor would have had no inherent bias.

As discussed earlier, however, neither conventional random sampling nor
conventional stratified random sampling could be used, Regardless, the emission factor is
generally still defined as the annual Cmissions per source. In some cases, the variability of
the emissions data from source to source is very large. For source types of this nature, it is
normally possible to reduce variability by redefinition of the emission factor of by
stratification; reducing variability reduces the number of data points needed to achieve the-

target precision.

Redefinition of the Emission Factor. For a few types of sources, the
[caeliniion of the ¥mission Factor,

emissions can be more accurately estimated with fewer data points when the emission factor
is defined not as a simple average for the source but in relation to key parameters that
influence the emissions from the source. Since the variability is significantly reduced, fewer

data points are required to achieve an acceptable level of accuracy.

For example, the internal combustion engines that drive compressors in the gas
industry vary in size (i.e., horsepower rating). If data were collected on individual engines
in the industry, and an average emission rate per engine was established, the variabitity from

engine to engine would be very large because of the size differences. However, if the
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emission factor for the engines is defined by horsepower of the engine (i.e., annual emissions
per horsepower), then the variability from engine to engine and therefore the mumber of

samples required to reach an acceptable accuracy are both significantly reduced.

The number of data points required may also be reduced by stratifying on the
basis of parameters that affect emissions, An example is quantification of the methane
emissions from underground distribution mains and services. On the basis of the limited
data, the variability in emission measurements for underground distribution lines was
determined to be very large. By defining parameters that influence the emission rate from
distribution lines and stratifying the emission factor and activity factor for this source by
these parameters, the variability of emissions from source to source may be reduced, and
data collection resources can be allocated to the strata that contribute the most to the overall
uncertainty of the estimate. Therefore, source stratification can lead to optimization of the

number of samples required to meet the target precision.

Even if there were no bias, the actual estimate of the emission factor would be
expected to differ from the true value. First, the estimate is based on less than the total
number of sources. Random differences between the set of sampled sources and the
population of sources introduce a sampling error. Second, physical measurements have
uncertainties. As is indicated previously, the term "accuracy” refers to the closeness of an
estimate of a quantity to the true value. Accuracy is a measure of random error plus bias
error. The term "precision” refers to random error alone. Even if a process does not
produce a bias in the statistical sense described earlier, it is possible for a given segment of
the population to be seriously under-represented and another segment to be over-represented
by random chance (i.e., by an anomaly in the random selection of sources}. The error that
results is a larger-than-expected random error: an error from a correct sampling and

measurement process is not a bias.
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Screening for Bias in the Emission Data Set

An estimate is precise if it has a small random error, regardless of the bias.
Suppose, for example, that sources had been selected only from the Guif Coast, but that a
very large number of sources had been sampled. Averaging a large number of emission
measurements would lead to an emission factor estimate that had a small random error.
Unless Gulf Coast sources were representative of the source type for the entire nation, the
estimate could have a large bias because the sample of sources was unrepresentative of the
population of sources of interest. The bias in this example, which serves for illustrative
purposeé, was avoided by sampling in a variety of regions of the country; more subtle
potential sources of sampling bias and methods for avoiding them are discussed in this

subsection.

DeSIgn, operational, and regional parameters that may cause differences in
emissions across a source type were identified, and the data were analyzed to determine
whether there was an established relationship between those parameters and the emission
rate. Usually, these parameters were chosen on the basis of industry expertise and/or
engineering judgement. If these parameters were detertmned to exhibit statistically different
emission characteristics, then the population of sources was stratified into distinct categories
by these design, operational, or regional parameters. Emission factors and activity factors

were determined for each category within the source type to uniquely characterize emissions.

Metering and pressure-regulating stations provide an example where the
process of screening for bias was beneficial. Table 3-2 shows the average measured
emission factor for metering and pressure-regulating stations, in units of scf/station-hour, on
the basis of 86 measurements performed in 19 cities in the United States. Counts of
metering and pressure regulating stations were derived from data provided by distribution
companies and scaled up to a national count (the activity factor) using the methods described
later in Section 3.5. Assuming that the sample selection was random OT representative, the

extrapolated annual emissions are 104.1 Bscf, based on the average of all measurements
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TABLE 3-2. ESTIMATED METHANE EMISSIONS FROM DISTRIBUTION

ME'I‘ERING AND PRESSURE REGULAT]NG STATIONS

Emzssmn F actor

Acr.mty Factor

EII]ISSIODS

L (number of
 Category - (scfistanon-hr) - stations) Bseh
All Stations -- 90.2 131,970 104.1
M&R Stations - 154.1 23,922 32.3
Reg. Stations - 43,7 108,048 414
Total - 131,970 73.7
M&R Stations
>300 psig A-G 179.8 3,460 5.45
100-300 psig A-G 95.6 13,335 11.2
40-100 psig A-G 4.31 7,127 0.269
<40 psig A-G -- 0 0
Reg. Stations
>300 psig A-G 161.9 3,995 5.67
> 300 psig Vault 1.30 2,346 0.0266
100-300 psig A-G 40.5 12,273 4.35
100-300 psig Vault 0.180 5,514 .0087
40-100 psig A-G 1.04 36,328 0.332
40-100 psig Vault 0.0865 32,215 0.0244
<40 psig Vault 0.133 15,377 0.0179
Total 131,970 27.3

21



made to estimate the emission factor. However, if the data set is subdivided, or stratified,
by siation type (i.e., metering and pressure-regulating versus pressure-regulating), then the
annual emissions from this source type decrease to 73.7 Bscf. If this source type is further
subdivided by discrete Operating pressure ranges and by enclosure status, the emissions
decrease to 27.3 Bscf. As illustrated, the bias, which was caused by testing a
disproportionate number of high-pressure stations, can be minimized by using stratification to

estimate the emission and activity factors.

The screening process served to identify variables that are related 1o emission
characteristics. Then it was possible to determine whether sources were disproportionately
sampled in the different strata of these variables. Such a disproportionality need nor lead to
a bias in the final estimate of the emissions, if this condition is identified and accounted for
properly. Moreover, the screening process was carried out during the course of the study.
Thus, additional sampling to correct a disproportionality, if present, was possible.

Note that the screening process would identify unrepresentativeness in the
sample, whether the pfoblem resulted from an inadvertent bias in the sampling process or a
purely random effect. The protection against both bias and anomalies in the random
selection of sources is considered 1o be a significant benefit of the method used in this study.

35 Activity Factor Approach

Activity factors are an essential element in the estimation of emission rate by
Source category. There are many issues pertaining to the estimation of activity factors,
however, that are primarily engineering, rather than statistical, in nature. For this reason,
and since the subject of this report pertains 1o the statistical methods used in this study, only
a very brief overview of activity factor estimation will be given here. A detailed discussion
of activity factors is presented in Volume 5 on activity factors.! A much briefer summary of

activity factor issues is given in Section 5.3 of Volume 3 on general methodology.?
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In general, the activity factor is the total population of the source when the
emission factor is defined as the annual emissions per source. Exceptions to this general
definition of an activity factor would inciude only sources which have an emission factor that
can be more accurately represented by one or more parameters that influence emissions (e.g.,
the emission factor for IC engines is in terms of annual emissions per horsepower). For

these exceptions, the activity factor would apply to the parameter that influences emissions.

In some cases, existing programs track the total nationwide population of a
source type, such as gas wells, miles of transmission and distribution pipelines, and total
national production within the natural gas industry. However, in many cases, the total
population of a source type within the gas industry is unknown. Some of the activity factors

that are not tracked nationally were generated by this project.

For sources that have an unknown population, a limited number of site visits
were conducted to determine the number of sources at each site and to scale up the site data
to represent the total population. These site visits to collect activity factor data were
typically conducted in conjunction with the data collection efforts for the emission factor.
The site count data were scaled by using population data that were known and were related
to the source. For example, no data were available on the nationwide population of |
production s.eparators. The ratio was computed by dividing (1) the number of production
Separators at a site, gathered as part of the site visits, by (2) the number of wells at each site.
Then the average ratio of separators to wells from all site visit data was used to extrapolate
nationally by multiplying by the national well count. However, when scaling the site visit
data 10 represent the entire population, a check for bias was made (refer to the screening-for-

bias section below).

For some sources that are not tracked nationally, individual company data or
regional surveys (surveys by state agencies or trade organizations) were sometimes available.
Metering and pressure-regulating stations, glycol dehydrators, and compressor engines and

gas turbines are tracked on a company-wide basis or through regional surveys. For regional
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Or company-tracked activity factors, sufficient company and regional data had to be gathered
1o comprise a representative sample to extrapolate to a national population. In most cases,
entire companies or regions could be Iepresented by the data collected from one sample;
therefore, few samples were required, in general, to represent the national population

accurately.

The extrapolation of equipment activity factors from individual site data within
4 stratum was usually handled by selecting an "extrapolation activity factor” that was known
for the site as well as regionally or nationally. Examples of extrapolation activity factors are
the total production, the number of wells for production, the number of plants for
processing, and the number of compressor stations for transmission. Ratios were computed
by dividing (1) populations of other equipment, such as the count of separators at the site, by
(2) the relevant extrapolation activity factors, allowing the resulting ratios to be easily

extrapolated to a regional or national total for Separators.

Where individual site data were used to determine a national activity factor,
the ratio method was used to compute the activity factors. The general statistical ratio
method is discussed by Cochran.?

To illustrate the ratio method, consider the example of estimating the number
of separators in a region by using well count as the extrapolation parameter. This calculation
can be accomplished by (1) summing the numbers of separators at the sites visited,

(2) summing the numbers of wells at these sites, (3) dividing the total number of separators
by the total number of wells, and (4) multiplying this ratio by the number of wells in the

region. Extrapolation by production rather than wells can be performed in a similar manner.

The following hypothetical numerical ¢xample illustrates the calculation of the

number of separators in a region.
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TABLE 3-3. HYPOTHETICAL EXAMPLE DATA OF COMPILATION OF SITES
IN REGION X

Site Count ¢

Slte Count of Gas B SxteRatw N

L ‘j'Separators b U Wells T i (separators/well)
1 140 138 1.01
2 324 321 1.01
3 100 100 1.00
4 5 15 0.33
5 500 1000 0.50
TOTAL 1069 1574

In this hypothetical example, the total number of separators at the sites visited
is 1,069, and the total number of gas wells is 1,574. Thus, the number of separators per
well, estimated from the data, is 1,069/1,574 = 0.68. Now, suppose there are 50,000 gas
wells in the region. Then the estimate of the number of separators in the region is 0.68 X
50,000 = 34,000.

In the ratio method, just described, a site with a large number of wells (e.g.,
site 5 in the table above) will have a larger effect on the results than will a site with a smaII
number of wells. This method is based on the assumption that the size of the field
represented by a sampled site is proportional to the number of wells at the site. The ratio

method is described in much further detail in Section A.S of Appendix A.

An alternate method was also considered. In this method, the site ratios are
averaged, so the data from all sites count equally. If the ratios of separators to wells in the
hypothetical example above are averaged, a value 0.77 of separators per well is obtained,
compared to 0.68 separators per well produced by the ratio method. The main difference is
that the ratio method places a much greater weight on site 5, which has a large number of

wells and a relatively small ratio of separators per well.
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The argument for the alternate method is that there is some uncertainty
regarding the size of the field of which a given sampled site is representative. Changes in
ownership and leasing agreements can affect how an original field can be subsequently
subdivided. Thus, according to this argument, a site with 2 well count of 15 might be
representative of a field of 10,000 wells, while a site with 200 wells might constitute an
entire field.

After discussions with the industry advisors, it was decided that the number of
wells at a site does provide a measure of the representativeness of a site. For this reason,

the ratio method, described above, was employed.

Methods for computing a confidence interval for the number of devices
estimated by the ratio method are given by Cochran.® The ratio method, including methods
for calculation of a confidence interval, are discussed in further detail in Appendix A.

In addition, some equipment activity factors sources could be scaled up by
several possible "extrapolation activity factors," called AF gy If @ known
physical/technical relationship existed between the source population and one AF ¢3ray, then
that factor was selected. However, where the relationship between the source population and
the other parameters was not obvious from a technical perspective, many approaches having
technical merit were used, and either the average of the methods was used or the resulting
data from individual companies were statistically analyzed to determine the appropriate
extrapolation approach. Further discussion is given in the Tier 3 methods report.?

In the production segment, the two AF . py Values are well count and
production rate. As is discussed in Section 5.3 of the methods report?, a tendency was
observed for results from the well method to be high-biased and results from the production
rate method to be low-biased. Nevertheless, averaging the two values to obtain the final
estimate of the activity factor tended to allow the biases with opposite signs to

counterbalance.
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For example, it was not clear from a technical perspective whether to scale up
the number of metering and pressure-regulating stations by miles of main pipeline or system
throughput, which were the only known population statistics. The station counts from
individual companies were examined both on a per-mile-main and per-system-throughput
basis. A linear regression analysis showed that the data would preferentially be extrapolated
using a per-mile-main basis, with lower variability in the resulting national extrapolation. In
production, the number of separators appears to be technically related to both well count and
throughput. Therefore, separator count was extrapolated by both methods, and the average

of the two national estimates was used.

36 Summary Comments Regarding Screening for Bias

It is impossible to prove technically that a given dataset has no bias. Tests can
be designed that are capable of revealing some bias, but there are no tests nor group of tests
that would reveal all possible biases. Assuming that a given dataset has no bias, even after
extensive testing, is only a theory. The following examples in this section show some of the

many bias tests used in this project.

The sample sets were tested for bias by continuous technical and industry
review. Numerous individual reviews and project advisors’ meetings were used to review
the project data with knowledgeable industry experts, so that systematic errors could be
discovered and eliminated. When possible biases in the activity factor sampling plan or
extrapolation method were theorized, the project was altered to test for that bias and

eliminate it if it existed. All provable biases were corrected. .

One example of the success of this bias review process includes the
identiﬁcatibn of regional differences in production practices. These differences were brought
up by the advisors’ meeting review process. The differences were then accounted for by
stratifying the production data into two offshore and four onshore regions, sampling within

each region, and extrapolating by region.
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Some emission factor biases are elimjnated by stratifying by an emission-
affecting parameter. Specific examples are discussed earlier in Section 3.4. Some specific

¢xamples of eliminating activity factor bias are listed in Section 3.5.
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4.0 ESTIMATION OF NATIONAL ANNUAL EMISSIONS AND
UNCERTAINTY

Sampling to obtain the data necessary to estimate the activity factors and
emission factors for each source category is discussed in the preceding section. Subsequent
calculations leading to the estimation of the industry national emission rate and the

uncertainty of this emission rate are discussed in this section.

These calculations involve several steps. First, the available data must be used
to estimate the activity factors and emission factors for individual categories. Most of these
estimations are made by averaging a set of values (measurements of emission rates, counts of
emitters, etc.} to obtain the necessary activity or emission factor. It is necessary to avoid
corrupting any such calculation by the presence of an invalid data point. Issues pertaining to
outliers are discussed in Section 4.1. The calculation of the average value and uncertainty
thereof to obtain a given activity or emission factor is discussed in Section 4.2. The use of
these values to obtain an estimate of the annual emissions and uncertainty thereof for each
source category is discussed in Section 4.3. Finally, the use of the annual emissions by
category to obtain the national annual industry emissions is discussed in Section 4.4. The
calculation of the uncertainty of this industry total is also discussed in Section 4.4. Further

issues pertaining to error propagation are discussed in Section 4.5.
4.1 Outlier Tests

Radian did not reject any data points as outliers. However, outlier tests were

performed in the distribution area. This section discusses those tests.
In the following section, the use of data to estimate the emission factor or

activity factor for a source category is discussed. Suppose, for example, there are n

measurements, y;, i=1 to n, which are to be averaged to obtain the emission factor for a
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particular category. It is fiecessary to confirm that this data set does not contain an

erroneous value that is so extreme that it invalidates the calculations.

It is possible to perform statistical tests to determine whether there is strong
reason to believe that a suspected outlier could 1ot reasonably belong to the same distribution
as the other points. Even if the point was judged' to be an outlier from a strictly statistical
point of view, it would be very desirable to examine the point from an engineering

perspective to ensure that this point did not, in fact, contain valid information.

Further, in this study, there are 86 source. categories. Suppose it was decided
to routinely perform outlier tests for 86 sets of emission factor measurements, for example.
Suppose that the confidence level of the test was 99%, i.e., that there was a 1% chance of
erroneously concluding there was an outlier. This erroneous conclusion would occur if a
valid point was rejected, even though it resulted from the same statistical distribution as the
other points. Valid points that appear to be significantly larger or smaller than the other
points can occur by chance alone. As is discussed above, it is desirable to avoid rejecting

such points if they are valid and contain important information.

It may appear that the 99% confidence level is sufﬁcxcntly conservative; i.e.,
this confidence level appears to provide a small probability of discarding points erroneously.
Consider, however the effect of performing 86 independent tests in the case in which there
were 1o invalid data points in any category. The probability of correctly concluding that
there were no outliers in 2 single test would be 0.99. The probability of corre'ctiy concluding
that there were no outliers in all of n independent tests would be 0.99. The probability of
erroneously concluding that there was an outlier in at least one of the n tests, then, would be
1 -0.99". In 86 independent tests, the probability of erroneously concluding that there was
at least one outlier would be 0.58: this is a high probability of error. Even if only half this
number of tests were performed, the probability of erroneously concluding that there was an
outlier in at least one of the categories would be 0.35, which is still high. These calculations

illustrate the reason for caution regarding the blind use of outlier tests for all categories.
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The 99% confidence level was selected for illustration in this example because
it is conservative. If the 90 or 95% level were used, the probability of erroneously

concluding that there was at least one outlier in the 86 categories would be much higher.

Moreover, the “"outliers” may be the most important points in the data set. It
would be unfortunate if valid data points corresponding to high emitters were rejected from
the data base, since this could lead to a low bias in the final estimate of the industry annual

emissions.

Figure 4-1a presents the histogram of the emission-rate measurements for large
plastic mains. Notice that one data point is noticeably larger than the others. There has
been some discussion about this data point regarding its validity and whether it should be
excluded from the data set. Figure 4-1b presents the histogram of the natural logarithms of

the emission rate measurements.

This data set illustrates several limitations regarding the performance of outlier
tests for many of the categories. First, the data set is small, containing only six points. Any

statistical test involving only six points is likely not to be very sensitive.

Second, most outlier tests depend on the type of statistical distribution. That
is, one must assume a specific type of distribution in order to perform most tests. Figure 4-2
presents a conceptual comparison of the normal and the lognormat distributions. The normal
distribution is symmetric; i.e., the likelihood that a value will occur at a given distance above
the mean is the same as the likelihood that a value will occur at the same distance below the
mean. The lognormal distribution is asymmetric. There is a predominance of points roughly
in the vicinity of the mean, with a small number of much larger points. The distribution is
bounded below by zero. While a few points may be much larger than most, there is not a

corresponding chance for points much smaller than most.
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Figure 4-1. Frequency Histograms for the Emission Rate Data for Plastic Pipes
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Emission Measurements

a) Normal Distribution

Emission Measurements

b) Lognormal Distribution

NOTE: The ordinate of these curves is a mathematical quantity called
“probability density.” The probability density can be used to obtain the
probability that the variabie falls within any given limits.

Figure 4-2. Conceptual Comparison of Normal and Lognormal Distributions

33



A statistical test indicated that the six emission rates for large plastic mains
could not reasonably have been drawn from a normal distribution but could reasonably have
been drawn from a lognormal distribution. One could debate the outcome of this test,
however, since 1) the suspected outlier was included in the test, and 2) this large valye
would favor the lognormal over the normal distribution. With a larger sample size, the
largest value would have a smaller weight in the statistical test. In any case, it is difficult to

determine the type of distribution with high confidence with only six data points.

Tests were performed, however, for underground pipes with different types of
materials. These tests were based on 24 to 40 data points and, therefore, provided a better
opportunity to determine the type of statistical distribution. In these cases, the tests indicated
that the data could not reasonably have come from a norma] distribution but could reasonably
have come from a lognormal distribution. Given the similar source type {underground
pipes), these results support the conclusion above, to use the lognormal distribution in the

outlier tests for the data for large plastic mains,

Several statistical tests were performed to determine whether the largest point
in the data set should be considered an outlier from a statistical point of view. These include
- the Grubbs test,* the Dixon test,® the fourth-spread test,” and a conservative approach.® The
Grubbs and Dixon tests require that the data be normally distributed. Given the outcome of
the distributional tests discussed above, these tests were performed using the natural
logarithms of the emission rate data; if the data are lognormally distributed, then the natura]
logarithms are normally distributed. The conservative approach does not require an a priori
assumption regarding the distribution but incorporates a distributional test as a first step.
Thus, the conservative approach was ultimately based on the lognormal distribution also.

The fourth-spread method relies on information from the center half of the
distribution, from which limits beyond which data could be considered outliers are derived.
The point here is that the center half of the distribution is relatively insensitive to outliers

and, therefore, provides an effective basis for determining upper and lower limits beyond
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which data might be considered suspect. The fourth-spread method does not require an
explicit assumption regarding the type of distribution. Since this method works best if the

distribution is symmetric, the natural logarithms were again used.

None of the tests indicated that the largest point was an outlier. Further,
Pacific Gas and Electric Company’s (PG&E) statistician, who worked on the UAF study,’
agrees that there is no technical or statistical justification for omitting the largest data point in
this data set. Thus, the point has been retained in the data set. The details of the statistical

tests are presented in Appendix B.

4.2 Emission Factor and Activity Factor Calculations

The following basic statistical calculations were performed for emission
factors. A different and more complex approach, described briefly in Section 3.5 and in
more detail in Appendix A, was used for activity factors. Suppose there are n individual
estimates of a given emission factor. If y, i=1 to n, are the individual data points, then the
factor is estimated as the average, v, of the n values:

n

n

The next step is to compute the uncertainty of this value. First, the standard

deviation of, s,, the y values is needed:

ol -3 @

¥ n-1

We then calculate a 90% confidence interval for the mean vatue, y. The
confidence interval establishes lower and upper tolerances for the estimate. There is only a
5% chance that the true value falls below the lower limit of this confidence interval. There
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is also a 5% chance that the true value falls above the upper limit of the interval. Thus,
there is a combined 10% chance that the true value falls outside the confidence interval.
Since there is a 90% probability that the true value falls within the interval, it is called a
90% confidence interval. The 90% confidence interval is computed as follows:

Yy xts,/yn ©)

¥

The t value in this equation is obtained from a standard tabje for the t-
distribution; such tables are found in most basic statistics books. The t-value is a function of

the confidence level (90% in this case} and the sample size, n.

The confidence iﬁtcrval computed above is strictly valid for normal
populations. Even if the distribution of y values on which y is based is not normal, the
average of a large enough sample of values of y, would be approximately normally
distributed; the theorem on which this is based is called the central limit theorem. If the
mean value is approximately normally distributed, then the above method for computing a

confidence interval is justified.

While a sample of size n produces a single mean valge, it is prdper to discuss
the distribution of this mean value. The mean value, being based on a sampie of values with
random errors, is itself a random variable. The error of this mean may have a distribution

that is approximately normal.

The methodology described above produced uncertainties larger than 100% for
Some parameters. This seems anomalous, since neither an activity factor nor an emission
factor can be negative. The explanation for this effect and the reasons why the methods used
are believed to be correct for estimating the uncertainty of the industry annual emissions are
presented in Section 4.5, after further discussion of the issues,

The method described above for calculating uncertainty is strictly applicable

for an infinite population. In fact, the number of sources in a given category is finite. The
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equation for the standard deviation of a finite population produces a smaller value than does
the equation above for an infinite population. Thus, the method used produced a somewhat

conservative (large) estimate of the uncertainties involved.

Both sampling and measurement errors contribute to the error in the estimate
of the emission factor. The sampling error penains to a finite set of sources. The
Ineasurement eIror pertains to an infinite population. (There is no limit on the number of
replicate measurements that could be made for a given source.) The source-to-source
variability is generally larger than the measurement variability, however. Thus, the
statement above stands; the equation used for the standard deviation produced a somewhat

conservative estimate of the uncertainties of the parameters involved.

4.3 Category Annual Emission Calculations

For most source categories, the emission value (ER) is expressed as the

product of the activity factor (AF) and the emission factor (EF):
ER = AF X EF _ {6)

For certain source categories in the distribution segment, the emissions were
estimated di.rectiy, and no separate activity and emission factors are shown in the data
summary table (Appendix C). In each of these cases, several subcategories were combined
to form a category. The emissions for these subcategories were summed to obtain the

emissions for the category shown in the summary table.

It is necessary to obtain the uncertainty of the emission value as a function of
the uncertainty of the activity and emission factors. The error propagation methods used
here are based on theorems given by Mood, Graybill, and Boes® and quality-control practices
described by Juran, et al.® The details of the error propagation methods are discussed further
in Appendix A. |
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The tolerance (i.e., uncertainty) for ER as a function of the tolerance for AF
and EF is as follows:

Tol(ER) = [AF* x Tol(EF)’ + EF* x Tol(AF)? + Tol(AF)® x Tol(EF)}}2(7)

where Tol() is the tolerance of the indicated quantity. The tolerance is the balf-width of the
90% confidence interval. That is, if the confidence interval is given by

¥y +ts Ao ®

then the tolerance is

l@) = ts,/vn | )

Recall that confidence intervals are discussed in the preceding subsection.

4.4 Industry Annual Emission Calculations

In this subsection, three topics are covered. First, the equation for calculating
the industry annual emissions is presented. Second, methods for computing the uncertainty
of the industry total are discussed. Third, the effect of correlated errors for different source

categories is discussed.

Industry Annual Emissions

The next step is to compute the industry annual emissions, ER;, and its
uncertainty. The industry annual emissions are simply the sum of the emissions for the

different categories:

ER; = TER (10)
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Methods for Computing the Uncertainty of the Industry Total

The tolerance of ER; is required as a function of the tolerances of the
individual ER values. First, the calculation is considered on the basis of the assurmption that
the errors in the different ER values are independent. The errors in two quantities would be
considered independent if they were estimated by entirely separate processes and there was
1o common source of error. The errors in two quantities would be dependent if they had a
common source of error. The issues related to correlated errors are discussed later in this

subsection.

The tolerance of ER; is the square root of the sum of squares of the tolerances
of the ER values:

Tol(ERy) = [L{Tol(ER)}*]'* 11)
Method 1

This is the method for calculating the tolerance of a sum that is recommended
by Juran, et al., in the Quality Control Handbook.® On the basis of the discussion by Juran
and more rigorous statistical information presented by Mood, Graybill, and Boes,? the use of
this method does not require the assumption that the separate terms in the sum have the same
means, the same uncertainties, or even the same types of statistical distributions; again, see
Appendix A for further details. Method 1 was used in this study.

An alternative to the method above is 1o express the tolerance of a sum as the

sum of the tolerances:

Tol(ER;) = LTol(ER) {12)
Method 2

However, this is overly conservative (overestimates the uncertainty), and was therefore not

used. An analysis of this alternate method appears in Appendix A.
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It can be shown that the tolerance of the industry total would equal the sum of
the category tolerances if the errors for all categories were perfectly correlated.  While there
may be some cross-category correlations, there are many pairs of categories whose errors
could not reasonably be correlated at all. For ¢xample, it is reasonable to assume that the
errors in the transmission/storage categories are uncorrelated with the errors in the
distribution categories. No pair of categories has perfectly correlated errors. The issues

pertaining to the possibility of correlated errors among categories is addressed below.

Effect of Correlated Errors

It is mentioned above that it is not believed that the emissions for all pairs of
categories are strictly independent. An analysis has been performed to assess the possible
impact of correlated errors. The resuits of the analysis are outlined in Section 5.1 and show
that the target precision was still met with correlated errors. This section outlines technical

issues associated with errors.

First, certain categories have common activity factors. For such categories,
the activity factors have the same errors, although the emission factors have independent or
imperfectly correlated errors.

For any of a variety of other reasons, there may be correlations between the
errors in the emissions for different categories. Data for different categories were collected
from the same fields in some instances. It is possible, because of some characteristic of the
field, that nonindependent data resulted for two or more categories. For example, the
inspection and maintenance practices used for a particular field may have been significantly
better than the industry average. Consequently, emissions may have been significantly lower
than the industry average for all source categories for which data were collected from that
field. Deviation from the industry average is a sampling error in this context, since the

objective is to estimate the industry average for each category.
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Nevertheless, there is typically a large source-to-source variability within a
given field. For this reason, one could not say that all sources tested at a given field had a
common error or even similar errors. This source-to-source variability tends to limit the
correlation introduced by characteristics of a field that have a common effect on two or more
categories sampled at the field. Thus, it is not believed that the correlation between errors in

two categories could reasonably be very high, but the exact correlations are not known.

It is not believed that all possible source categories could reasonably have
correlated errors. Categories in different segments {production, transmission/storage, and
distribution segments) were assumed in most cases to have uncorrelated errors. Additionally,

not all categories within a segment could reasonably have correlated errors.

The uncertainty of the industry annual emissions would be smaller if (1) the
errors in the emissions for all source categories were independent than if (2) some positive
correlations existed among these errors. In the first case, the maximum possibility for errors
to "average out" when the emissions for 86 source categories were summed would exist. In

the second case, the nonindependence of certain pairs of errors would diminijsh this effect.

It is stated earlier that, by the preferred method of calculation, the uncertainty
of the national emissions is the square root of the sum of squares of the uncertainties of the

emissions for all categories:

Tol(ER;) = [E{Tol(ER)}*]*? 13)
If the errors are not independent, the uncertainty of the national annual
emissions is increased by the addition of a term to account for each pair of categories with

correlated errors:

Tol(ER;) = [E{Tol(ER)}* + other terms]\? - (149
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If categories i and j have emissions with correlated e€rrors, then the term that is

added to account for this correlation is:

2r;;ToKER) Tol(ER,) 15
where

I = correlation between the two errors,

Tol(ER) = uncertainty of the emissions for category i, and

ToKER)) = uncertainty of the emissions for category j.

The correlation coefficient is a measure of the closeness of the linear
relationship between two random variables (here, the errors in two emission values). If there
Was no association at all between the two variables, the correlation coefficient would be Zero,
and the added term would also be zero. If the two variables were perfectly linearly related,
the correlation would be one. If the relationship between the variables were such that half
the variance of one could be explained, or predicted, in terms of the other, the correlation
would be approximately 0.7. Plots illustrating correlation levels considered in this anﬁlysis

are presented in Section 6.1.

Negative correlations exist if one variable tends to increase as the other
decreases. There is no apparent reason in this application why emissions from two
categories would have negatively correlated errors, however, The reasons discussed earlier
for correlated errors pertain to positive correlations. Suppose, for example, that the same
activity factor was used for two source categories. If this activity factor had a positive error,
the effect would be to make the emissions for both categories too large. If the activity factor
had a negative error, the effect ‘.;vould be 10 make the emissions from both categories too

small.
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One further comment will be made regarding the interpretation of the term
used to account for the correlation between the i® and j® errors. This comment can be
skipped, but it is included here for completeness and to clarify an issue regarding the analysis
discussed above. Readers familiar with analysis of error propagation may have expected to

see the covariance between the errors in place of the following term:

r,; TOl(ER) Tol(ER;) - (16

The covariance, like the correlation coefficient, is a measure of the strength of the linear
association between two variables. The term used is analogous to the covariance, except that
uncertainties (half-widths of 90% confidence intervals) appear above in place of standard
deviations. That is, if the tolerances of ER, and ER; were replaced by the standard deviations
of the errors in these quantities, the expression would become the covariance. The use of
uncertainties (in place of standard deviations of errors) in the analysis of error propagation
throughout accounts for certain effects of the finite sample sizes used to estimate the different
parameters and is conservative, i.e., tends to produce larger estimates of uncertainty than
alternative approaches. The mathematical reasons for this are discussed in some detail in

Appendix A.

The groups of source categories with correlated activity factors are given in
Appendix C, as are the groups of source categories with correlated emission factors. The
correlation coefficients are also presented. In terms of these quantities, the expression used

to account for correlated errors is as follows:

2r,Tol(ER)Tol(ER)) =
2{AF A, ToWEF YTol(EF)+EF EF 7, Tol(AF)Tol(AF)+

ry; ToEF ) Tol(EF)r,, Tol AF YTol(AF)} an

where
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Tg; = correlation between the errors in the emission factors for the i®

and j* categories, and

Taj = correlation between the errors in the activity factors for the

same two categories.

The quantities AF and EF are used earlier, and the subscripts were
required here to indicate the rwo S€parate source categories involved. The covariance term
on which the expression on the right of the equals sign above is based can be derived
rigorously from relationships given by Mood, Graybill, and Boes?,

4.5 Issues Related to Statistical Distributions

In this subsection, certain issges that affect the calculation of error bounds are
covered. In Section 4.2, it is mentioned that the methodology used produces an uncertainty
larger than 100% for the activity factors or emission factors for some source categories. The
reasons why this occurred apd the justification of the methods used as a basis for estimating
the uncertainty of the industry annual emissions are discussed in this subsection.

One possible reason for the uncertainties greater than 100% is as follows. The
population of y, i/alues on which the mean vaiue of the activity or emission factor for a given
Category was based may not have been normal in these cases, and the sample size may not
have been sufficient to produce an estimated value whose efror was approximately normally
distributed. The activity factors and emission factors calculated produced emission values
with uncertainties greater than 100% for several categories. Even if the data were normally
distributed, but highly variable, an uncertainty of greater than 100% could have resulted
from the small sample sizes that exist for some source categories. However, the sum of the
emissions whose individual uncertainties were over 100% totaled less than half (about 40%)

of the industry annual emissions (see the summary table in Appendix C).



The sample sizes for some of these categories were small. This is because it
was not consistent with the overall goal of the program to spend large amounts of money
refining the emissions of a source category that contributed a very small amount to the
industry annual emissions. It was advantageous to devote more resources to categories that
contributed a greater amount to the industry emissions; these issues are discussed earlier with

regard to target precisions by category.

It is generally true, however, that a sum is more nearly normally distribyted
than are the individual terms in the sum. This statement is loosely based on the central limit
theorem, mentioned earlier, which strictly applies to sums of identically distributed random
variables. Thus, the sum of the emission rates with uncertainties greater than 100% will
tend to be more nearly normally distributed than are the individual terms in that sum. The
sum of the emission rates for all 86 source categories will tend to be more nearly normally
distributed still. Moreover, the sample sizes for the source categories with larger emissions
tended to be larger, and, thus, parameter estimates for these categories tended to be more

nearly normally distributed for this reason.

In Section 4.2, it is indicated that, although a sample of size n produces a
single mean value, it is proper to speak of the distribution of this mean. This is because the
mean is based on data that have random errors, and so the mean is affected by random
variability. Thus, the mean may be approximately normally distributed or may have some
other distribution. Similarly, a single value serves as the estimate of the national methane
emissions. By analogous reasoning, however, it is proper to talk about the statistical
distribution of this value, since it is affectad by random variability in the estimates of the

activity factors, emission factors, and annual emissions for the categories.

Thus, even though the methodology described above may not produce a valid
confidence interval for all activity and emission factors for the smaller source categories,
these observations do not invalidate the methodology for the purpose of estimating the

uncertainty of the industry annual erﬁissions, which is the objective of this study. There are
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reasons for believing the industry annual emission value has an error that is approximately
normally distributed. Rigorously proving that this is the case is not possible without
knowing the distributions of the errors for the individual categories, and definitively
establishing these distributions is not possible on the basis of the smal] sample sizes for some
categories.



5.0 SUMMARY OF STATISTICAL ASSUMPTIONS

In the preceding sections, statistical issues and methods used to address
sampling requirements for different types of sources, sampling requirements specific to the
estimation of activity factors and to the estimation of emission factors, the analysis of error
propagation, etc. are discussed. In this section, the major statistical assumptions discussed in

the preceding sections are summarized.

Two major statistical assumptions are discussed that affect the calculation of
the uncertainty of the industry emission rate for the baseline case. One assurnption is that
the error in the industry emission rate is normally distributed. Another assumption is that the
€ITors In parameter estimates for differgnt source categories are independent (or that the

effects of any correlations present are negligible).

Calculation of the uncertainty of the industry emission rate based on these
assumptions can be performed in a clearly defined manner. This is not the case if the
assumptions are not satisfied. If the distribution is not normal, then the distribution Is not
known. (However, the lognormal distribution provides a very conservative possibility, and a
result midway between the results produced by the normal and lognormal assumptions |
provides a more reasonable conservative outcome.) If the intercategory correlations are not
zero, accurate estimates of the correlations do not exist, but approximaie correlations can be

assigned to specific cases on the basis of engineering judgement.

As is discussed in Section 6, calculations for conditions contrary to the
baseline assumptions have been performed. These alternate calculations provide (1) an
assessment of the sensitivity of the results to deviations from the baseline assumptions and

(2) conservative (larger) estimates of the uncertainty of the industry annua] emissions.

Assumptions regarding normality are discussed in Section 5.1. Assumptions

regarding independence of errors among categories are discussed in Section 5.72.
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5.1 Normality of Errors

In Section 4, the analysis of error propagation is discussed. The estimation of
an activity or emission factor for a source category in most cases involved averaging a set of
emission measurements from individual sources, counts of emitters from different sources of
information, etc. In some instances, the uncertainty was assigned on the basis of engineering

judgement.

Confidence intervals were computed for both activity factors and emission
factors on the basis of the assumption that the data averaged were normally distributed.
Even if the data are not normally distributed, their mean will tend to normality as the sample
size increases (by the central limit theorem). Thus, for a sufficiently large sample size,
methods based on the normal distribution can be used, even if the individual data averaged
are not normally distributed.

In some cases, uncertainties for specific activity or emission factors have
greater than 100% uncertainties, based on the 90% confidence intervals. This seems
anomalous, since neither the activity factor nor the emission factor can be negative. QOne
possible reason why this occurred is believed to be becaﬁse the data on which these estimates
were based were not normally distributed, and the sample sizes were not sufficient to
produce estimated values that were approximately normally distributed. In some instances,
the emissions computed from the activity and emission factors for an individual source

Category had greater than 100% uncertainty.

However, a non-normal distribution of the data is not the only possible reason
why uncertainties greater than 100% could have occurred. Wide confidence Intervals can
occur because of small sample sizes together with a high degree of variability, even if the
datz are approximately normally distributed; further, there are small samples sizes in some
source categories. Thus, these considerations contributed to the large uncertainties for some

parameters, including the uncertainties greater than 100% in some cases.
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Another consideration is that the normal distribution is unbounded below,
while activity factors, emission factors, and annual emissions cannot be less than zero.
Thus, while the distribution of the estimate of one of these quantities may be approximately
normal, it cannot be exactly normal. For some sufficiently high confidence level, the
confidence interval will extend below zero. Suppose, for example, that an estimate based on
a saxﬁple of size 10 is 10,000, and the 80% confidence interval is (3,000, 17,000). The 90%
confidence interval then would be (755, 19,245), which is still above zero. However, the
95% confidence interval, (-1,367, 21,367) extends below zero. The units of the numbers in
the illustration presented here have been omitted, since the principle applies to the estimation
of activity factors, emission factors, annual emissions for a category, and the national annual

emissions.

The final resuli of this study, however, is the annual emissions for the entire
natural gas industry. The industry annual emissions are the sum of the emissions for 86
individual source categories. First, the categories with individual emissions greater than
100% produce approximately 40% of the industry’s emissions (see the summary table in
Appendix C). The distribution of a sum tends to be more nearly normally distributed than
are the terms in the sum. Thus, the sum of the emissions for the source categories with
" uncertainties larger than 100% is more nearly normally distributed as a result of the
summation. Further, the relative error in this sum is reduced by an "error averaging effect."
The sum of the emissions for all 86 source categories is more nearly normally distributed
still.  As a result of these and other considerations discussed in Section 4, it is believed that
the methods used are reasonable for characterizing the uncertainty of the estimate of the

industry annual emissions.

5.2 Independence of Errors Among Categories

Given the uncertainties of the emissions for individual source categories, it is
necessary to compute the uncertainty of the industry annual emissions. The industry annual

emissions (ERT) are the sum of the emissions (ER) for the categories:
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ER, = LER ‘ 18)

Thus, the uncertainty of the industry annual emissions Tequires analysis of the
CITor propagation in a sum. As is discussed in Section 4, the uncertainty of a sum is the
Square root of the sum of the uncertainties of the terms in the sum, if the terms are
independent.

The uncertainty of the sum was computed on the basis of the assumption that
the errors for the different source categories are independent. An analysis was also
performed to assess the impact of correlations for source categories that could reasonably
have non-independent errors. Aﬁditionally, the possibility that the error in the industry
annual emissions is not normally distributed was addressed. The results of this analysis are

discussed in Section 6.

50



6.0 RESULTS PERTAINING TO THE ATTAINMENT OF THE TARGET
ACCURACY

Section 6.1 presents an assessment of the uncertainty in the industry annual
emissions under various assumptions. Section 6.2 presents hypothetical calculations designed
to illustrate how the target accuracy can be satisfied in the presence of large random and bias

CITorS.

6.1 Uncertainty in National Annual Emissions Under Varions Assumptions

In the preceding sections, issues pertaining to the distribution of the errors and
to independence or nonindependence of the errors in the emissions for different categories
are discussed. Amn assessment has been performed of the sensitivity of the uncertainty in the
estimate of the national annual emissions under different assumptions regarding these issues.
It is shown that the target precision, 0.5% of national production, is achieved under any
reasonable set of assumptions. While the primary purpose of thjs report is to present the
statistical methods, rather than results as such, these results are relevant 'to the statistical

methods and are presented here.

Calculations Under Baseline Assumptions

For the remainder of this subsection, "uncertainty® refers to the uncertainty of
the national annual emissions unless otherwise indicated. In the baseline case, the
uncertainty was calculated on the assumption that the error in the national annual emission
value was normally distributed, and errors in the emissions for different categories were

independent.
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Calculations Under Alternate Assumptions
_

Additionally, the uncertainty was computed assuming that the error in the
industry annual emission value was lognormally distributed. In this case, the standard error
(i.e., standard deviation of the error in the industry annual emissions was held constant, but
the confidence interval was recalculated on the basis of a lognormal assumption. This is
illustrated conceptually in Figure 6-1. Under the normal assumption, the confidence interva]
is symmetric about the estimated value. Under the lognormal assumption, the confidence
interval is asymmetric. The lower limit is nearer the estimate than is the upper limit.

Under the normal assumption, the uncertainty could be expressed as either (1)
the estimate minus the lower confidence limit or (2) the upper limit minus the estimate; the
result is the same. Under the lognormal assumption, the latter uncertainty estimate is larger
and quantifies the uncertainty of the estimate on the high side; this larger uncertainty estimate
was used in the lognormal case. Further discussion of the relationship between the normal
and lognormal distributions is given in Appendix A.

An assessment of the effect of correlated €ITOrS was also made. Source
categories were identified that had either activity factors or emission factors believed to have
correlated errors. These two types of errors were handled formally to derive the correlation
between the errors in the emission rates for each pair of source categories. The groups of

source categories with correlated activity or emission factors are shown in Appendix C.

Several levels of correlation were considered, including the following: weak
(correlation coefficient of 0.2), medium (correlation coefficient of 0.5), strong (correlation
coefficient of 0.8), and perfect (correlation coefficient of 1.0). A perfect correlation would
eXist between the errors in the activity factors for two categories if the same activity factor

applied in both cases.
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Figure 6-1. Conceptual Comparison of Normal and Lognormal Distributions
with Confidence Intervals for the Mean
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cases. If a correlation was considered weak 10 medium, it was assigned a value of 0.3. If z

correlation was considered medium to strong, it was assigned a value of 0.6,

To illustrate the meaning of the different levels of correlation, random samples
of size 100 were generated for two variables which were both normally distributed.
Figures 6-2, 6-3, and 64 illustrate the cases in which the true correlation is 0.2 {weak
correlation), 0.5 (medium correlation), and 0.8 (strong correlation), respectively. When the
correlation is 0.2, the plot of ¥ Versus X reveals a suggestion of a trend, but there is so much
Scatter about this trend that it is hard to discern visually. When the correlation is 0.5, there
is still a lot of scatter, but the trend is apparent visually. When the correlation is increased
to 0.8, the trend becomes much more clearly defined, but there is still seme scatter about the
trend line. In each case, the trend line fi.e., the line of "best fit," or regression line) is
displayed. When the correlation is 1.0 (not shown), the two variables are perfectly linearly
related; i.e., all points fall on a straight line.

Results

Thke results of applying the assumptions discussed above to the national
emissions are shown in Table 6-1. Under the baseline case, the uncertainty is 90.4 Bsef, or
0.4% of production; under these assumptions, the target production of 0.5% of production is
satisfied. The uncertainty increases somewhat when lognormal errors, correlated €rrors, or
both are introduced.

The uncertainty is under 0.5% of production in all cases except when bor.h‘the
lognormal distribution and correlated errors are both introduced. In this case, the uncertainty
exceeds 0.5% very slightly (by 0.007%). The lognormal assumption is considered to be
excessively conservative, however, in view of the amount of averaging (averaging of data to
" obtain activity and emission factors for individual categories) and summing (summing of
emissions for 86 calegories) to obtain the industry annual emissions. Further, as discussed,
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Figure 6-2. Sample from Bivariate Normal Population with Correlation
Coefficient = 0.2, Regression Line Shown, Sample Size = 100
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Figure 6-3. Sample from Bivariate Normal Population with Correlation

Coefficient = 0.5, Regression Line Shown, Sample Size = 100
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Figure 6-4. Sample from Bivariate Normal Population with Correlation
Coefficient = 0.8, Regression Line Shown, Sample Size = 100
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TABLE 6-1. UNCERTAINTY IN ESTIMATE OF NATIONAL
ANNUAL EMISSIONS UNDER VARIOUS ASSUMPTIONS

—— —— e . —

| B T_ .| Uncertainty in Anmual Nationa] Emissions
Correlations Among Distribution of Error ; -~ RNt ‘ . o
Errors for Different in Anmual National - T ' % of Natiopal
. Categories ~ Emissions | Bgef | Production
Absent | Normal 89.6 i 0.4
; !
Absent Lognormal 102.8 | 0.5
Present Normal 96.8 } 04
Present Lognormal 1123 .' 0.5

Industry emissions for 1992: 314 Bscf
Industry production for 1992: 22,132 Bscf
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the uncertainty measure based on the lognormal assumption is the most conservative one (the
upper confidence limit minus the estimate, which exceeds the estimate minus the lower
confidence limit and the half-width of the confidence interval).

Further, the exceedance of 0.007% is well within the uncertainty of the
estimation of intercategory correlations. If all nonzero correlations are reduced by 0.1 (by
0.2 for the set considered to be more uncertain), the uncertainty becomes slightly less than
0.5% of production. If the correlations are all increased by 0.2 (0.4 for categories
considered to be more uncertain), and the distribution is considered lognormal, the

uncertainty of the national production rate remains within 0.54% of production.

The postulation that there are correlated errors among categories is considered
reasonable. Given this assumption, it is believed that a point midway between the result for
normal and lognormal errors is a more reasonable conservative case than is the result based
on the lognormal assumption. The midway point represents the possibility that there is
asymmetry in the distribution of the error in the industry emission rate (see Figure 4-4),
While the selection of the midway point is arbitrary, it is considered a reasopable postulated
conservative case, given the various issues discussed (and especially the averaging and
summing of data performed to produce the industry emission rate). The midway point
produces an uncertainty of 105 Bscf, which is slightly under 0.5% of national production.

Thus, the conclusion is that, under assumptions that are not unrealistically

conservative, the target precision was achieved.

6.2 Attainability of the Target Accuracy

Practical considerations allow sampling only a small percentage of the large
number (tens of thousands} of sources that exist nationwide. Moreover, there is typically a
large amount of variability among the sources in a given category. In view of these

considerations, meeting the desired accuracy may seem insurmountable. The allowed
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uncertainty in the emissions is 0.5% of the national methare production, on the basis of a

90% confidence limit for the emissions.

Despite these facts, the target precision for the industry emissions was
achieved. The purpose of this section is to illustrate, through hypothetical calculations, how
large errors in emission estimates for individual source strata can combize to allow this to

occur.

As is discussed in the preceding sections, bias is minimized by randomiy
selecting sites (although from a limited list), analyzing the data, and Creating strata in a
systematic way. The estimate of total emissions is the sum of the emissions for all the strata.
An essential point is that the uncertainties are not additive; the uncertainty of a sum is related
to the sum of squares of the individual uncertainties. If the errors in a sum vary
independently, the errors tend 1o "average out" to an extent; the relative error in the sum is

reduced by this averaging process.

Fugitive emission sources have been split into five major segments; each
segment has two to seven major source categories, and each source category i§ divided into
10 to 40 strata. In total, these sources have been divided into nearly 100 strata. Venfed
sources have been divided into approximately 40 strata. Thus, in all there are approximately
140 strata. Some of these strata (such as distribution pipe type) have been aggregated in the
summary table shown in Appendix C, which shows 86 categories.

In this subsection, hypothetical calculations are presented that illustrate the
effect of summing the errors in the different strata. For the purposes of the hypothetical
calculations, it has been assumed that there are "n” strata with equal emissions and equal
uncertainties based on random errors. While it is recognized that both the emission rate and
the variability change from stratum to stratum in actuality, the simplifying assumptions
facilitate a calculation that illustrates the effect of summing the emission estimates from 2
large number of strata.
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Also, it has been assumed that undiscovered bias, if any, varies
"independently” from stratum to stratum. This type of error would exist if the sources
within a stratum were sampled in an unrepresentative manner, resulting in a bias error.
Clearly, a systematic bias that was common to a large number of strata would have a more
serious effect on the final result. The processes described earlier for screening for bias
provide a protection against this (or any type of) bias error. Additionally, given the large
number and diversity of strata, it is reasonable to believe that any undetected bias will exhibit
a high degree of “independence" among the strata.

The bias error is represented as the stratum-to-stratum standard deviation of
the biases in the emission estimates; this quantity is presented as a percent of the emissions
for a stratum. In the calcnlations, three values have been considered for the bias: 0%, 15%,
and 30%. In view of the methods used for screening for bias, 30% is considered to be a
very high estimate. As indicated above, the total mumber of strata is approximately 140,
Under one scenario modeled, it was assumed that there are approximately 100 strata with

nearly equal emissions that represent the major part of the industry emissions.

Further calculations were performed assuming 40 and 20 strata, in addition to
the case with 100 strata. Given that the parameters discussed above of the random and bias
errors are fixed, the relative uncertainty in the final result decreases as the number of strata
increases. This is because the "error averaging effect” is greater if a larger number of
independent estimated quantities are summed. This does not mean that artificially increasing
the number of strata would improve the accuracy. There would be fewer data points per

Stratum, and the uncertainty of the emission estimate for each stratum would increase.

Table 6-2 presents the results of the calculations. The random error was
chosen to be as large as plus or minus 130% of the emissions for each stratumn, based on a
90% confidence interval. This random uncertainty was selected so that the simulated

uncertainty of the industry emission rate here for zero bias errors and 20 strata would equal
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the actual uncertainty in Table 6-] for baseline assumptions. This precision value in Table

6-1 also applies in the case of zero bias errors, since it is strictly a measure of precision.

Note that, for the purpose of matching actual and simulated uncertainties, the
simulated case with 20 strata was selected. This number of simulated strata is considerably
less than the actua] number of strata, about 140, or the actual number of source categories,
86. However, selecting the case for 20 strata as a basis of matching the actual uncertainty
accounts for the fact that the 86 source categories do not have equal emissions or equal
uncertainties. Thus, the reduction of the relative uncertainty achieved by an "averaging
effect" when 86 Category emissions are summed is less than that which would be achieved if
86 emission rates with identica] statistical parameters were summed.

Thus, on the basis of points made in the last two paragraphs, the approach
selected provides a reasonable (but not exact) basis of comparability between the actual and
simulated results.

Table 6-2 presents the uncertainty in the simulated national emissions as a
percentage of the natioral annual production. The uncertainty is expressed in terms of a
90% confidence interval. Since bias errors were considered as wel as random errors, the

numbers in Table §-2 Tepresent accuracy, not just precision.

TABLE 6-2. PERCENTAGE OF ERROR IN SIMULATED NATIONAL
ANNUAL EMISSIONS

0 0.40 0.29 0.18
15 0.41 0.29 0.18
30 _{143 0_§ 0.19

(Percent Random Error in a Given Stratum Based Upon a 90%
Confidence Interval = 130%)
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The target precision is met if the percentage error is no greater than 0.5%.
For all the scenarios modeled, the uncertainty is less than 0.5%. This is true even in the
case in which there are only 20 strata with approximately equal emissions, and the bias is
30%. These calculations, while hypothetical, illustrate the way in which errors combine in a
sum and show that meeting the target precision is feasible, even in the presence of large-
percentage random errors in the individual strata and an assumed large undetectable bias

CITOT.

It must be remembered that the random and bias errors were expressed as
percentages of the emissions in the strata. For these calculations, the natiopal annual
emissions were assumed to be approximately 314 Bscf. The target precision is expressed as
a percentage (0.5%) of the national gas production, which was 22,132 Bscf as of 1992,

Note how small the differences are between the corresponding results for 0%
bias and 30% bias. For a given number of strata, these differences are no larger than 0.03%
of the national production. This is a consequence of the way independent errors combine
when one error with a large uncertainty (random error assumed to be 130%) and a2 much
smaller error (bias error) afc added. Further, the 30_% bias error is assumed to be very
conservative (large), given the various steps taken to screen for and eliminate bias. These
points imply that any remaining bias in the data probably impacted the actual final

uncertainty in the national emission rate by a very small amount.
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APPENDIX A
FURTHER DETAILS REGARDING CERTAIN STATISTICAL ISSUES

This appendix contains certain mathematica] details pertaining to statistical issues
discussed in the text. The discussion in this appendix is not required in order to understand
the statistical methods used or the issues involved from a conceptual point of view. The
discussion here is included for completeness, as a further documentation of the basis for the
methods used. In Sections A.1 and A.2, methods for analysis of error propagation in a
product and in a sum, respectively, are discussed. In Section A.3, issues pertaining to the
calculation of confidence intervals are discussed. In Section A.4, a method for the
calculation of precision values based on consecutive assumptions is presented. In Section
A.5, the use of the ratio method for the estimation of an activity factor is described. In
Section A.6, the approach for combining two estimates of an activity factor obtained by the
ratio method is to obtain the final estimate is discussed. In Section A.7, methods for

emissions for the categories, are compared. In Section A.8, a complete set of numerical
examples is presented to illustrate the calculation of emission factors, activity factors, annual
emissions for a source category, annual emissions for the industry, and associated
uncertainties.

A.1 ERROR PROPAGATION IN A PRODUCT (EMISSION FACTOR TIMES
ACTIVITY FACTOR)

In general, the product of two sample means (such as EF X AF) does not have a
standard type of statistical distribution, such as the z-distribution or t-distribution. The type
of distribution is not standard even if the two variables that are multipiied are both normal;
the product of two lognormally distributed variables is lognormal, however. In this section,
two possible ways to approximate the tolerance of a product are discussed. It is shown that
the selected method more accurately accounts for the possibly different sample sizes on
which the estimates of the activity and emission factors are based. Moreover, it is shown
that the selected method produces a more conservative (somewhat larger) estimate of the
uncertainty than does the alternate method. The rationale for the selected method is
discussed.

In computing the uncertainty of the product EF x AF, it would be possible first to
use standard error propagation methods! to obtain the variance of this product. Then, under
normal theory, it would be possible to multiply this value by the appropriate z-value to
obtain the half-width of 2 90% confidence interval. According to this method, the tolerance
of EF X AF wouid be obtained as follows:

Tol (AF-EF) = zy/var (AF -EF)
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= z[E(AF)* var (EF) + E(EF)? var(AF) + var (EF) var (AF)}\2

= z[AF? var (EF) + EF? var (AF) +var (EF) var (AF)]"?

where Tol ( ) signifies the half-width of a 90% confidence interval, E ( ) denotes the
expected value, i.e., the true value of the parameter, and var () signifies the variance of the
error in the parameter estimate.,

The equality is approximate in the final line because sample means have been used in
place of the unknown population means. For a 90% confidence interval, the z-value required
is 1.645.

The argument here is not that EF X AF has an approximately normally distributed
error for most source categories. One could argue, however, that the sum of the emission
rates for 86 source categories will tend to be normally distributed, because of the large
number of terms added. Issues related to the error propagation of a sum are discussed in
Section 4.0 and are discussed in somewhat further mathematical detail in the following
section in this appendix. :

Under the normality assumption, the t-statistic is the proper statistic to use for the
purposes of computing a confidence interval of a mean value when the population standard
deviation is not known. Tables are readily available that give the t-statistic as a function of
the number of degrees of freedom and the confidence level. The number of degrees of
freedom is one less than the sample size in the case of quantifying the uncertainty of a mean
value (more complicated situations exist involving the comparison of two means).

One could argue that a t-statistic should be used in the equations above rather than a
z-statistic, since the AF and EF values are based in most cases on averages, and the standard
deviations are not known, but are estimated from the data. The sample sizes used to obtain
AF and EF may be different, however: thus, the number of degrees of freedom is ot clearly
defined, as in the case of computing the confidence interval for the mean of a single sampie.
Moreover, the product of two means does not have a t-distribution.

Thus, we have used the tolerances of the individual terms (EF and AF) in the error-
propagation equation:

Tol (AF - EF)
where

il

[AF*{Tol(EF)}> + EF*{Tol(AF)} + {Tol(AF)}* {Tol(EF)}?]i

Tol(EF) = tep Spr l‘/nEF
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te = appropri_ate t-value for a sample size of N,
Sgr = sample standard deviation of the individual ER values averaged,
Dgr = sample size of the EF values, and

Tol(AF), t,., s,., and I, are defined amalogousty.

The following derivation reveals that the method used is more conservative (produces
a somewhat larger value of the uacertainty) than does the aiternate method.

Tol(AF - EF) = 2[AF? var (EF) + EF? var (AF) +
var (EF) var (AF)}\? (by the alternate method)
= [AF? z? var (EF) + EF? 22 var (AF) +
z? var (EF) var (AF)]?
< [AF? z2 var (EF) + EF? 22 var (AF) +
z* var (EF) var (AF)]"”
< [AF? t’;; var (EF) + EF? tzﬂ. var (AF) +
tee var (EF) t%,; var (AF)]2
= [AF? {Tol(EF)}* + EF? {Tol (AF)}? +

{Tol(EP)}* {Tol(AF)}?2

In the derivation above, we have used the fact that 22 < z*; this follows because the
z-value of interest for a 90% confidence interval, 1.645, is greater than one. Other
inequalities follow from the fact that z < t for any finite sample size.
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A.2 ERROR PROPAGATION IN A SUM

In this section, two possible ways to approximate the tolerance of a sum are
discussed. It is shown that the selected method more accurately accounts for the different
sample sizes on which the estimates of the various activity and emission factors are based.
Moreover, it is shown that the selected method produces a more conservative {(somewhat
larger) estimate of the uncertainty than does the alternate method. Again, the rationale for
the selected method is given.

The alternate method of expressing the tolerance of a sum is as follows:
Tol(ER,) = zf L var (ER)]*

It is rigorously correct that the variance of a sum of independently distributed random
variables is the sum of the variances. This is proven as a theorem by Mood, Graybill, and
Boes.! . This theorem does not depend on the distributions of the variables summed. The
variables are not required to have the same distributions, the same means, or the same
variances.

This expression for the half-width of a 90% confidence interval is based on the
assumption that the sum of 86 separate terms will be approximately normally distributed.
This expression, however, does not account for the fact that the activity and emission factors
are based on different, finite sample sizes. Thus, we choose to use the following expression
instead:

Tol(ER;) = [T {Tol(ER)}}'*

It is easily shown that the preferred expression produces a somewhat larger
uncertainty than does the alternate method:

Tol(ER) = z /Z var (ER) ~ (by the alternate method)

\/; z* var (ER)

</ £ Tol(ER )?

The final inequality follows from the derivation given.in the preceding section.

I
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A.3 METHODS FOR NON-NORMAL DISTRIBUTIONS

distribution. This distribution is discussed briefly in Section 4.1. The nature of this
distribution may more nearly approximate that of the ernission factor estimates for an
individual source category. Thus, the lognormal method may be appropriate for computing
the confidence interval for the emission or activity factor for a given source category.

Because of the properties of a sum discussed above, however, it is not believed that
the lognormal method is ultimately relevant for computing the confidence interval for the
industry total. Moreover, the sample sizes for some of the source categories are so small
that it would be difficult to confirm that the distribution was, in fact, approximately
lognormal. Thus, it could not be confirmed that the lognormal method was rigorously
correct, even for caleulation of confidence intervals for parameters for individual source
categories.

A.4 CONSERVATIVE PRECISION ESTIMATES

In this section, an approach for computing a conservative uncertainty for an annual
emission value, either for a source category or for the industry, is developed. It was felt that
a derivation of the equations alone would not sufficiently convey the issues for all readers.
This is not only because of the mathematical nature of the material presented here, but also
because of the various nonstandard statistical issues.

Thus, Section A 4.1 presents a qualitative discussion, with graphical illustrations.
This section may suffice for readers who want to know the basic qualitative issues and the
objective to be achieved by computing a conservative confidence measure. Section A.4.2
Presents a numerical example. Finally, the derivation of the equations is presented in
Section A 4.3,
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A.4.1 Qualitative Discussion

The error propagation methods discussed in Sections A.1 and A.2 lead to a confidence
interval based on a normal assumption. Arguments that support the position that the error in
the industry annual emissions is approximately normally distributed are given in Section 4.5.
For reasons that have been discussed, it is not feasible to prove rigorously that this error is
approximately normal. Moreover, for some of the categories with smaller sample sizes, the
error in the emission rate may not be approximately normal.

In this section, an approach for approximating a conservative precision value is
presented. This precision value is larger than that based on the normal assumption. The
conservative precision value discussed in this section characterizes the uncertainty of the
emission rate on the high side, which is expected to be greater than the uncertainty on the
low side in this application if the error is not normally distributed.

A mean value is normally distributed if the data are normally distributed. By the
central limit theorem, if a sufficiently large mumber of non-normal data points (with the same
statistical distribution) are averaged, the uncertainty in the mean vahie will be approximately
normally distributed. The sample size required to produce an approximately normally
distributed mean value is strongly dependent on the underlying distribution {especially the
degree of asymmetry). Sums of large numbers of terms with non-identical distributions very
often tend to be normally distributed, even though the central limit theorem does not strictly

apply.

Figure A-1la illustrates the case in which the uncertainty in the sample mean is
approximately normally distributed. In this case, the confidence limits are symmetrically
placed about the sample mean; the distance between the lower confidence limit and the mean
is the same as the distance between the upper confidence limit and the méan.

In the lognormal distribution, the majority of the points fall roughly in the vicinity of
the mean, with a small percentage of much larger points. There is not a corresponding
percentage of points far below the mean; thus the distribution is asymmetric {see Figure 4-2).
This situation corresponds to the case in which there are a large number of sources with
moderate emission rates and a small percentage of high emitters.

If the data are non-normal and the sample size is small, the uncertainty in the mean
may not be approximately normally distributed. The lognormal distribution is a common
type of distribution in general in emission data, and this distribution was observed in this
study in the emission data for underground pipes, for example (see Section 4.13.

Figure A-1b illustrates the case in which the uncertainty in the mean is approximately
lognormally distributed. Recause of the asymmetry of the distribution, the 90% confidence
limits are asymmetrically placed about the mean. The lower confidence limit is closer to the
mean than is the upper confidence limit.
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Figure A-1. Conceptual Comparison of Normal and Lognormal Distributions
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Figure A-2 presents a plot that further illustrates the relationship between the normal
and lognormal confidence limits. For the sake of illustration, the sample mean was assumed
to be 20 Bscf. The standard error of the sample mean was assumed to be the same under
both distributional assumptions; the standard error of the mean is the standard deviation of
the uncertainty.

The confidence limits have been plotted as a function of the relative uncertainty (half-
width of the 90% confidence interval) for the normal distribution. Consider, for example,
the case at the far right of Figure A-2, in which the uncertainty based on the normal
distribution is 100%. The confidence interval based on the normal distribution has a lower
[imit of O Bscf and an upper limit of 40 Bscf. These limits are symmetrically placed about
the hypothetical sample mean of 20 Bscf. |

The confidence interval based on the lognormal distribution is asymmetric. The lower
limit for the lognormal distribution is closer to the mean than is the lower limit for the
normal distribution. The upper limit for the lognormal distribution is larger than the upper
limit for the normal distribution.

If the original data were lognormally distributed, then the sample mean would be
more nearly normally distributed than were the original data. Thus, in the example discussed
above, one might expect the true upper confidence limit to be between the normal and
lognormal upper limits shown in Figure A-2. For this reason, by using the lognormal
distribution for the uncertainty in the mean, we have computed a conservative (large) upper
confidence limit. :

The offset between the two confidence intervals becornes larger as the relative
uncertainty increases. In the vicinity of 20% to 30% uncertainty, the difference is slight. In
the vicinity of 100% uncertainty, the difference is much larger. Notice, however, that the
widths of the normal and lognormal confidence intervals are approximately the same for any
given uncertainty value shown in Figure A-2.

Earlier in this report, various issues are discussed that militate against a rigorously
correct characterization of the error properties of the emissions for the categories or for the
industry as a whole; reasons have been given, however, supporting the hypothesis that the
error in the industry annual emissions is approximately normally distributed. For example,
the product EF X AF does not in general have a standard type of distribution; this product is
not normally distributed even if EF and AF are both normal. For another example, small
sample sizes in some instances prevent rigorously establishing the type of distribution of the
dara averaged to obtain an activity factor or emission factor.

In view of these issues, half-widths of confidence intervals based on the normal
assumption for the activity factors and emission factors have been used in error propagation
analyses to approximate the uncertainty of a product (ER = EF X AF) and of a sum (the
sum of the emission rates by category). In Sections A.1 and A.2, it is shown that this
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methodology accounts for the additional uncertainty attributable to the finite and unequal
sample sizes used to estimate the different emission factors and activity factors. Moreover, it
is shown that the methods used produce more conservative (larger) measures of uncertainty
than would error propagation methods based on only error variances of the activity and
emission factors.

In the analysis presented here, the uncertainty of the parameter in question {emissions
for a category or for the total industry) was converted to a standard error, and this standard
error was used as a basis for computing a confidence interval on the basis of the lognormal
assumption (the mean and standard deviation completely determine either a normal or
lognormatl distribution). The conservative precision is the upper confidence limit minus the
estimated emissions, converted to a percentage of the emissions; because of the asymmetry of
the lognormal confidence limits, this precision reflects the uncertainty of the emissions on the
high side. The conservative precision as calculated is larger than either of the following
alternative precision values: (1) the difference between the emission estimate and the lower
confidence limit, converted to a percentage of the emissions, or (2) the half-width of the
lognormal confidence limit, converted to a percentage of the emissions. That is, the largest
of the three precision measures mentioned here was used.

The potentially varying types of distributions of the errors in the various emission
factors, activity factors, and emission rates by category have not been rigorously modeled in
computing the conservative precision values discussed here. Nevertheless, the lognormal
approach provides a measure of uncertainty that is conservative in several respects discussed
in Sections A.1 and A.2 and earlier in this section. -

A.4.2 Numerical Tlustration

In the numerical illustration in this subsection, three significant figures have been
reported at the intermediate points and in the final results. However, several additional digits
were carried through all calculations. It was felt that three significant digits were sufficient
for illustrative purposes. However, this comment is provided for the benefit of readers who
may want to reproduce the numerical results. Slight differences between their resuits and
reported values may be observed because of rounding. The practice of carrying several
significant figures through all calculations and rounding only for reporting purposes was used
in the analyses of the actual data in this project.

Consider a hypothetical case in which the estimated annual emission value y is 20.0
Bscf, as illustrated in Figure A-2. Suppose the precision given in the summary table based
on the normal assumption is 80.0 percent. The half-width of the confidence interval based

on the normal assumption is a simple conversion from a relative uncertainty in percent to an
absolute uncertainty

(20.0 Bscf}(80.0% uncertainty)/(100%) = 16.0 Bscf

From this uncertainty, a standard error is estimated:
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S, = (16.0 Bscf)/1.645 = 9.73 Bscf

Use of the smaller divisor (z < t) produces a somewhat inflated estimate of the
standard error, s,”. The prime is included 1o signify that s,’ is 0ot a conventional estimate of
a standard error. The calculation of a somewhat inflated estimate here facilitates another
calculation discussed below.

Given the estimated emissions Y and the value s, it is possible to compute the mean
and standard deviation in log space. The mean is as follows:

A2
S )+ 2
G e G WY 20
2 y* 2 20.04

The estimated standard deviation in log space is as follows:
5y = 2 -7] = = v2[In(20.0)-2.89] = 0.461

Again, the prime was used since this standard deviation, which is dependent on s,’, is
somewhat inflated.

The confidence interval for Y, the estimated logarithm of the annuaj emissions, is
symmetric:

(Y-1.645sy, Y+1.645s.)

or

(2.13, 3.65)
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value as a divisor earlier. In view of the nonlinear transformations, the two effects do not
cance] exactly, but it is believed that this issue is unimportant relative to others, such as the
difficulty in determining the type of statistical distribution of the errors.

Finally, the asymmetric confidence interval based on the lognormal assumption for the
original annual emissions is as follows:

Y-1.645s] ¥+1.645s.
(Fe r Fe 1

where F is a bias correction factor that is necessitated by the nonlinear transformation. The
factor F is as follows:

- %(s,i)’
= g

The final confidence interval based on the lognormal assumption is:
(9.37 Bscf, 42.7 Bscf)
The confidence interval based on the normal assumption is:

{4.00 Bscf, 36.0 Bscf)

A.4.3 Derivation of Equations

Methods discussed briefly in Section A.3 exist for computing the confidence interval
for the mean of a lognormal population. These methods are applicable for computing the
mean of a single sample and do not apply to analysis of error propagation of the type
involved in computing annual emissions for the categories and for the industry total. Thus,
an approach specific for this application has been developed.

Suppose y is an estimate of the annual emissions for a given source category or for
the industry. Further, suppose that h, is the half-width of the absolute confidence interval for
this estimate; the half-width of the confidence interval as a relative error in percent is given
in the data summary table.

Now, suppose we compute the following quantity:

sy’ = h,fz

where z is 1.645. Issues pertaining to the use of a z-value here and later in calculating the
confidence interval in log space are discussed in the preceding subsection.
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We are interested in a population of lognormally distributed estimates of a particular
parameter. Qur estimate of the mean of this population is y. The (somewhat inflated)
standard deviation of the Population is s,’.

Let Y denote the estimate of the mean of the logarithm of the parameter of interest.
Let sy’ denote the standard error of this estimate. The following equations express the
relationship between the parameters y and s,” in linear space and the parameters Y and s,’ in
log space!:

i, 02
Y“‘E(Sr)

y=e

£ 4.2
A Yy _ o 2Yen

asymmetric confidence interval, we need to solve for Y and Sy’. Taking the logarithm of
both sides of the first of the two equations above yields the following:

In(y) = Y%(s;if

G° = 2[n)-7]

We substitute this result into the equation for s, to obtain one £quation in the one
unknown, s,’.

h2 - -
(Sy) = eZY«(]n(y} 4Y _ 82Y+2h1(y} 2y

= ¢ 2Y4RG) _ ,20a0)

- 2
e ~2Y+4InG) _ (s;) + y?

/2 2
oy _ )y
e =
e4tnfy)
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_ (s +y?

y4

Taking the logarithms of both sides allows us to solve for Y:
(s, +y?

y4

-2Y =In

(5,2 +y*
4

¥ = -1l
2y

The equation above allows us to calculate Y in terms of known quantities. Now we
can substitute this Y vaiue into an earlier expression to obtain a solution for {sy’) in terms of
known gquantities. -

9 = 2(lnG)-7]

We are now in a position to compute a symmetric confidence interval for Y, from
which we can obtain the desired asymmetric confidence interval for y. The confidence
interval for Y is as follows: .

Y 1.6453;

It remains to perform the logarithmic transformation to obtain the confidence interval
in the original space. Following Patterson’s analysis®, we apply the appropriate bias
correction factor to both limits of the confidence interval. The resulting confidence interval
is as follows:

Y-1.645s, Y+1.6455,
(Fe " Fe n
where the multiplicative bias correction factor F is as follows:

r %{s,’lf
=€

A.5 RATIO METHOD FOR ESTIMATION OF AN ACTIVITY FACTOR

As is discussed in Section 3.5, the ratio method has been used to estimate activity
factors on the basis of well counts or production. In that section, a nurnerical example is
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A.5.1 Estimation Using the Ratio Method

Suppose

Y; = device count (e.g., number of Separators) at the i* sampled site,

X; = value of the extrapolation parameter (number of wells or gas production} at
the i® site,

n = number of sites sampled,

X = the regional value of the extrapolation parameter, ¢.g. the total number of
wells in the region, and

N = the total number of sites in the region.

For the purposes of illustration, we will discuss the estimation of the regional number
of separators by using the well method. Then, by the ratio method, the following is the
estimate of the number of separators per well:

-2
F

or

n

2

B = i1

n

X.

i
i=1

This estimated number of Separators per well and the regional number of wells is then used
to estimate the number of separators in the region:

-

Yp=RX
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A.5.2 Confidence Interval for Estimate Produced by the Ratio Method

Cochran presents two approaches for estimation on the basis of confidence intervals.
First, the issues pertaining to the two methods will be described, and reasons for selecting
one of these two methods will be discussed. Subsequently, the details of the selected method
will be discussed. We will continue to use estimation of the number of separators in a
region by the well method as an example.

One method for calculation of the confidence interval is based on the assumption that
the ratio estimate, R, is approximately normally distributed. In many applications, the
normality assumption is satisfied only if the sample size (the number of sites visited in our
application) is sufficiently large (at least 30) and the relative uncertainties {coefficients of
variation) in both the average number of separators per site and the average pumber of wells
per site are both sufficiently small (less than 10%). The suggested rules of thumb are given
by Cochran. If the ratio is normally distributed, its confidence interval will be symmetric.

If the ratio itself is not approximately normally distributed, but the numerator and
denominator are both pormally distributed, the ratio will tend to have an asymmetric
confidence interval in which the upper confidence limit is more separated from the mean than
is the lower confidence limit (see Figures A-1b and A-2). A second method handles this
case. As is discussed below, the cause of the asymmetry in some applications is a
fundamental consideration in the selection of a method. Thus, a brief discussion of the cause
will be given here.

Suppose we are concerned with a ratio a/b, such that "a" and "b" are both subject to
random variability but both are non-negative. Given that "b* is subject to random variability
and bounded below only by zero, a value very close to zero could occur. The ratio has no
upper bound as "b" approaches zero; thus the error in'the ratio is unbounded above. But the
ratio has an absolute lower bound of zero. The possibility of values extremely larger than
the true value, without a corresponding possibility of values extremely lower than the true
value, tends to cause the uncertainty in the ratio to be asymmetric.

The method based on the assumption that the ratio is approximately normally
distributed will be called Method 1. The method that produces asymmetric confidence
intervals will be called Method 2. Radian has performed calculations to compare these two
methods. Tests revealed that Method 2 is capable of producing an upper confidence level
that is unreasonably large from an engineering point of view (see the discussion below
pertaining to separators for the Central Plains Region). The confidence limits produced by
Method 1 under these circumstances are much more reasonable from this perspective.

Both engineering judgement and further statistical calculations have indicated that
Method 1 is preferable for this application. First, the asymmetric confidence interval is
based on the general mathematical situation described above, in which the denominator can
become arbitrarily close to zero. But in our application, the denominator is the sum of the
production levels or of the numbers of wells for the sites visited in a region. From a
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practical perspective, it is not reasonable to expect that either of these sums can become
arbitrarily close to zero, causing an extremely large ratio of separators per well or separators
per unit of production.

The number of wells at a site of interest must be at least ore. Thus, the sum of the
numbers of wells has a lower bound equal to the number of sites visited. The production
does not have a definable lower bound of thjs nature. The argument above still applies,
however; it is not reasonable to expect an arbitrarily small production rate at all visited sites
in & region, allowing an unbounded ratio of devices per unit of production on the basis of the
data for all sites.

The argument above pertains to the possibility of an arbitrarily small denominator,
which could cause extreme skewness; Figure A-1b depicts a hypothetical distribution that is
skewed, or asymmetric. The relationship between the number of devices and the number of
wells or amount of production is also relevant. Theoretically, positive skewness in a ratio
could result from positive skewness in the numerator; this would be a special concery if the
numerator could increase without bound, independently of the value of the denominator. In
this application, however, it is not reasonable to expect that the number of separators
attached to a given well is unbounded; similar comments apply for other device types.
Further, it is not reasonable to expect that the number of separators at the visited sites in a
region is independent of the tota] production at those sites and can become arbitrarily large,
independently of the production levei.

The intuitive arguments above indicate that certain mathematical canses of marked
asymmetry do not exist in this application. However, these arguments do not prove that
asynimetry cannot exist at all. A further investigation was performed on the basis of
statistical calculations. For each of a selected set of regions and device types, the pumber of
devices was divided by the extrapolation parameter (wells or production) for each site. This
produced a ratio for each site visited for a given region and device type. In most cases, the
number of sites is too small to allow a detailed characterization of the distribution. For
separators for the Atlantic/Great Lakes region, however, there were 19 sites. The
distribution of separators per well is displayed for this case in Figure A-3. The histogram is
somewhat ragged, because of the sample size; even 19 is a small sample size to characterize
a distribution. Nevertheless, there is no evidence of positive skewness. Despite the
raggedness of this empirical distribution, a hypothesis test indicated that this distribution does
not differ to a significant extent from 2 normal distribution.

Figure A-4 presents the histogram for the ratio of separators per unit of production for
the same region. In this case, there is evidence of asymmetry in the distribution of the site-
by-site ratios, and the hypothesis test indicated that this distribution differed significantly
from a normal distribution. The primary reason for the visual impression of asymmetry is a
single site with a ratio of 99.9 separators per MMcfd of production. Asymmetry in the site
ratios, however, does not necessarily imply that the error in the ratio for the region is
asymmetrically distributed. For the site with the large ratio, there are 1,582 separators and
16 MMcfd of production. Another site with a more moderate ratio has a much larger impact
on the ratio for the region. This site has 3,227 separators and 81 MMcfd of production, so
the ratio is 39.8 separators per MMcfd.
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The site values of the number of separators per well for the Central Plains region
revealed evidence of negative skewness. That is, instead of a long tail to the right, as in
Figure A4, there was some evidence of a long tail to the left. Since there wers only seven
sites, a histogram of this data set would not be meaningful and is not shown. In this case,
Method 2 produced an upper confidence limit for the ratio of separators per well that was
unreasonably large in this case from an engineering or a statistical point of view. This upper
limit was several times the largest site ratio of separators per well for the Central Plaing
region and exceeded almost all the separator-per-well site values for several regions. In this
example, Method 1 produced results that were considered to be much more reasonable.
While negative skewness was the exception, this example provides another illustration of why
Method 1 was preferred over Method 2 for this application.

Moreover, asymmetric uncertainties of individual parameters exist for other reasons.
It is discussed elsewhere in this report (Sections 4.5 and 5. 1) that confidence intervals with
greater than 100% uncertainty exist for activity factors, emission factors, or emission rates
for some source categories. One possible explanation is that the error in the estimated
parameter is not normally distributed. The ultimate objective of the study, however, is to
quantify the national annual emissions. The sum of the emissions for 86 source categories
will tend toward normality, even if some of the individual values summed are nonnormal.
Thus, even if some category parameters were not normal, this would not necessarily
invalidate the confidence interval for the national annual emissions. Moreover, an
assessment has been made of the effect of a lognormal error in the industry annual emissions.
The upper confidence limits based on the normal and lognormal assumptions differ by a
small amount, and the target precision is met on the basis of either assumption (Section A.4).

Based on a finite sample of size n (i.e., n sampled sites), the following is an
approximation of the variance of the error in Yg:

5y - NAe, 5.
v n(n-l)ggf )

The quantity N, the total number of sites in the region is not known and, therefore,
must be estimated. The total number of separators, X, in the region is known. The quantity
X divided by the average number of separators per site is an approximation of the number of
sites in the region. This method of estimating N was suggested to Radjan by Jonathan Cohen
of ICF Kaiser in a private communication. '

Thus, N is an estimate rather than a known constant. The value N is used only in
quantifying the uncertainty of Yy, however, and not in estimating Y&. The quantity f is the
sampling fraction, n/N.

The equation given by Cochran for a symmetric confidence interval for Y, is as
follows:
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f’R : 2 yv(Yp

where z is a tabulated value of the standard normal distribution selected according to the
confidence level; for 2 90% confidence interval, the z value is 1.645. The Z value is
appropriate when the quantity estimated (Y,) has an uncertainty, but the uncertainty of the
variance {v(¥Y)] can be neglected. The use of the z stat(stic is generally accepted if the
sample size is greater than 30. '

According to Cochran’s rules of thumb, the sample size would be at least 30 when
this expression for the confidence interval was used. In our case, however, the decision that
the symmetric confidence interval was preferable to the asymmetric confidence Interval even
if the sample size was less than 30 was based on engineering considerations and data
analysis, as is discussed above. To account for the uncertainty in the variance as wel] as in
the estimate, therefore, we have replaced z in the expression above by the appropriate t
value. Even though the t-distribution does not apply exactly in this context, replacing z by t
provides a degree of conservatism: that is, somewhat wider confidence intervals are
produced, which tends to account for the uncertainty in v(Yy). The resulting confidence
interval is as follows:

'?R +? v(f’R)

A.6 COMBINATION OF ESTIMATES OF AN ACTIVITY FACTOR

The methods discussed in the preceding section were used to estimate the activity
factor and its uncertainty on the basis of both well counts and production for some source
categories. The arithmetic average of the two estimates was computed 1o obtain the final
estimate,

The two estimates are based on different extrapolation factors {values of the x;) but
common device counts (values of the ¥iJ. The device counts vary by site and are subject to
sampling error. Thus, this source of sampling error was common to the two estimates of the
activity factor. It has been discussed elsewhere that separate measured quantities {e.g.,
emission rates from different types of devices) may have correlated sampling errors. The
evidence here for correlation is much stronger, however, since common data are used in the
two estimates. Thus, steps were taken to account explicitly for the correlation. To address
this issue, we introduce the following notation:

Xvi = number of wells at the i® site,
X, = production at this site,
R, = estimate of R on the basis of wells,
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R,

Ye. = estimate of Y, on the basis of wells, and

estimate of R on the basis of production,

Yrp = estimate of Y, on the basis of production.

By substituting x,,; for x; in the appropriate equations in the preceding section, for
example, one obtains the estimate of the number of devices in the region on the basis of
wells and the confidence interval for this estimate. The following is a sample estimate of the
covariance between the errors in the two estimates:

5 ooy N(-P& . 5 .
Cov(YR,w’YRp) = '—__E (yi_waw,i)(yf-Rpxpi)
n(n-1) i3 '
This expression satisfies important required properties of the covariance, such as the
Symmetry property:

cov(Yg . Yg;p) = cov(Y R.ps Yo

Additionally, the covariance between a quantity and itself equals the variance of that
quantity. This can be confirmed simply by replacing all "w" subscripts with a "p” subscript,
to obtain the variance of Y,.

In a textbook application of the ratio method, the quantity N would be known. As is
discussed earlier, N must be estimated in this application. In estimating the covariance
above, the average of the two estimates of N was used, both where N appears explicitly in
the covariance equation and in calculating f. _

Now, the expression for the final estimate of the activity based on the arithmetic
average approach is as follows:

The vartance of this expression is:

. var(¥, Y+2cow(¥ s Y, Y+var(¥
var(¥, ) = r¥gp) 20 R Va7, )
R.avg 4

The confidence interval for the final estimate is as follows:

f’m £t ,/var(f'uw)

In some instances, the number of sites for which data existed for both wells and
production did not coincide exactly. In these cases, the covariance was computed on the
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basis of the sites for which common data did exist. This provided a somewhat conservative
(large) estimate of the covariance. This calculation of the covariance represents the case in

element of independence between the estimates of Y, based on the two extrapolation
parameters. The somewhat conservative covariance estimate produces a somewhat
conservative confidence interval for the final estimate of Y.

To account for this case, the correlation between the errors in the two estimates was
computed as follows:

con(?, I Rp
\/ var(]:'m_)var( f’@)

Then the half-width of the confidence interval for Y, was computed as follows:

%szmm *2rit, foar@ )Mt ifvar(F, )1 “12var(¥,, )

where t, and t, are the t-values appropriate for the sample sizes for the two extrapolation
parameters. The expression involving the correlation coefficient was written in the manner
shown to emphasize that this is approximately an error propagation using half-widths of
confidence intervals, as has beeq used elsewhere (see Sections A. 1 and A.2). Each t-valye is
grouped with its respective standard error (the square root of an error variance is a standard
error). The expression above can be simplified algebraically to the following:

172 5 5 5 z 5
Syepvar(Ty )21t con?,, Yo tiVar(F,,)

This expression involving different sample sizes for the two estimates reduces to the
simpler expression for the half-width of the confidence interval given earlier if the sites for
which data exist for wells and production are the same.

A.7 UNCERTAINTY OF INDUSTRY ANNUAL EMISSIONS

This section provides the details of the reasons for the selection of an approach for
computing the uncertainty of the industry annual emissions, given the uncertainties of the

cmssions by source category. Recall from Section 4.4 that Method 1 involves computing

categories.
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The sum of the tolerances is apparently used in some applications and provides a
conservative (large) estimate of the tolerance of a sum. Since the possibility of using Method
2 has been raised as an issue, a brief comparison of the two methods and the reasons for
selecting Method 1 will be given. The discussion will show that Method 2 is inappropriate
for this application.

Juran, et al.,’ give the following simple example to illustrate why the Method 2 is
“often too conservative." Given the mechanical assembly shown in Figure A-5, suppose it is
necessary to compute the uncertainty of the sum of the three lengths. Suppose that there is
one chance in 100 that a given one of the three parts will be less than its Jower tolerance,
and the errors in the three lengths are uncorrelated.

Now, suppose a lower tolerance for the sum of the three lengths is computed by
summing the three lower tolerances. The probability that all three will be less than their
lower tolerances simultaneously is:

17100 x 1/100 x 1/100 = 1/1,000,000

That is, there is only one chance in a million that all three components will fall below
their respective lower tolerances simultaneously. Thus, the sum of the tolerances produces a
Very conservative estimate, in that there is no recognition of the fact that the probability that
all errors will be extreme in magnitude and have the same sign is very low. In Method 1,
the fact that the errors in the different terms in a sum may have different magnitudes and
even different signs is recognized.

If Method 2 produces very comservative results in the case of the sum of three terms,
this method produces unreasonably conservative results in the case involving 86 source
categories. The tolerances used in this project are based on 90% confidence limits. The
probability that all 86 true emission values will fall below the lower confidence limits
simultaneously is 1.3 X 102, The probability that all true emission values will fall above
the upper confidence limits is the same.

A8 EXAMPLE CALCULATIONS

In this section, a set of numerical examples illustrating the calculation of emission
factors, activity factors, annual emissions for a source category, annual emissions for the
industry, and associated measures of uncertainty is presented. This is an appropriate place
for this set of examples, given the development of equations presented earlier in this
appendix.

Numerical examples illustrating specific points are given at various points earlier in
the report. The purpose of this section, however, is to combine an extensive set of examples
In one place.

A hypothetical example will be presented to illustrate the calculations for an individual
category. It was desired to provide an example that was representative of the basic case.
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Length of Mechanical Assembly-

-2
Part | Part 2 Part 3

< 1.000- >l < 0.500- > < -2.000+-——_- —>
+ 0.001 % 0.0005 + 0.002

VI T} = 0.0023 (Preferred Method)

)X Ti. = 0.0035 (Comeﬁative Method)

T, = Tolerance of Part i

Figure A-5. Nlustration of Methods for Computing the Tolerance of a Sum
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However, many actual categories involve individual characteristics and exceptions. For
example, categories for which the ratic method was used to estimate the activity factor
involve application of this method for each geographical region. It was considered
undesirable to show the same basic calculations performed with different sets of numbers for
the different regions. The repetitious aspect of this type of example would have added length
to this section, but the repetition would have contributed nothing to the illustration and might
even have tended to obscure the message. Further, the use of refatively small data sets
facilitated presenting all data used in the calculations, without requiring large tables that
would have contributed nothing extra to the illustration.

As is discussed in Secticn A.4.2, three significant figures have been reported at
intermediate steps and in the final results. Several additional digits were carried through alt
calculations, however.

In Section A.8.1, calculation of the emission factor for a hypothetical source category
is illustrated. In Section A.8.2, calculation of the activity factor for this category is
discussed. In Section A.8.3, calculation of the category annual emissions is presented.

In Section A.8.4, the industry annual emission calculations are discussed. Both the

real data given in Appendix C and hypothetical data are used as needed to illustrate different
aspects of the calculations.

A.8.1 Emission Factor Calculations
Table A-1 presents the hypothetical data for the calculation of the emission factor.

TABLE A-1. BYPOTHETICAL EMISSION FACTOR DATA

Measurement Number Annual Emissions (Scf)

1 18.0600

2 17.000

3 3.000

4 10.000

5 15,0600

6 7.000

7 2.000

8 13.000

9 2.000

10 13.000

Mean _ 10,000
Standard Deviation __6.160
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Each measurement represents the annval emissions for one device for one year in Scf.
The symbol e, will be used to denote the i* emission measurement, and n will denote the

sample size, which is 10 in this example. The mean value of the measurements equals the
emission factor, EF:

EF =7 = =l _ 18,000+ =09~ 10,000 Scfdevice
n

_ 2 - 2
) \! (18,000-10,000)*+ . . . +(13,000-10,000) - 6,160 Scidevice

10-1

The standard deviation of the error in the mean, or the standard error of the mean,
equals the standard error of the emission factor, sg:

Sgp = S 5160 = 1,950 Scfidevice
yn /10

The confidence interval based on the assumption that the errors are normally
distributed involves the t-statistic. The parameter of the t-distribution is called the "number
of degrees of freedom, " which is 21, or 9, in this context. From standard tables, the
appropriate t-value for a 90% confidence interval for 9 degrees of freedom is 1.83. The
uncertainty of the estimated emission factor is calculated as foliows:

TolEF) = ¢ Ser = (1.83)(1,950) = 3,570 Scfidevice

This value is readily converted to an uncertainty in percent:

(100%)Tol(EF) _ (100)(3,570) _
Tol 5) = - - 3579
oUER) (%) EF 10,000
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A.8.2 Activity Factor Calculations |

Table A-2 presents the data for the hypothetical calculation of the activity factor. The
notation and methodology used to calculate the activity factor using the ratio method are
given in Section A.5. Activity-factor issues are also discussed in Section 3.5. The activity
factor is the total number of devices (for example, separators) for this source category. Gas
production, a common extrapolation parameter, has been employed in this example.

TABLE A-2. HYPOTHETICAL ACTIVITY FACTOR DATA

Site Marketed Gas (x) (MMscfd) Number of Devices (y)
1 20.0 4
2 30.0 2
3 80.0 8
4 10.0 2 ]
Totals 140.0 16 ]

The quantity n in this context is the number of sites visited. Both the use of 0 as the
sample size in the preceding section and the use of n as the number of sites visited in this
section are consistent with standard notation.

The average number of devices per site is:
n
Vi
- g 16

Yy = —— = — = 4.00 devices/site
n 4

The average production per site is:

sz
F=i1 . 142'0 = 35.0 MMcfdlsite

n

Then R, the activity-factor ratio, is as follows:
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R=2 =230 6114 devicesiMptera

Suppose the published value of the total marketed gas for this source category is
X = 14,000 MMscfd. The activity factor, AF, is denoted Yr in the context of the ratio

method:
AF = Y, = XR = (14,000)(0.114) = 1,600 devices

The quantity N, the total number of sites, is not known and must be estimated:

N=—£=M=400sites

We are now ready to caiculate the error variance, V(Y,), of the activity factor:

5 NY(1-He 5.2
V¥ = -Rx,
ol n(n-1) Z‘: Ok

- B0061-0.0100) 1o o (1o a ~(0.114)(10)P
@G-D {[(@~-0.119)03+ . . . F[2-(0.114)(10)F}

= 02,700

The standard error S(¥g), which is the standard deviation of the error of the activity
factor, is simply the square root of the error variance:

S(¥p = JWT¥p) = 304 devices

The uncertainty in the activity factor is obtained by multiplying the standard error by
the appropriate t-value from a standard statistical table. The appropriate t-value in this
context for a sample size, n, of four (i.e., for three degrees of freedom) and for a 90%
confidence level is 2.35. As is discussed earlier, the application of t here is not exact but is
mote conservative than using a z value. The use of t provides for the extra uncertainty
attributable to the fact that the standard error of r is estimated from the data.
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The uncertainty, Tol(Y), is estimated as foliows:

ToKY,) = 18(¥p) = (2.35)(304) = 715 devices

The uncertainty of Yy in percent is obtained simply by multiplying this result by
100% and dividing by ¥,:

(100%)Tol(Y)  (100)(715)
7 1,600

R

Tol(Y) (%) = = 44.7%

A.8.3 Category Annual Emission Calculations

From the previous subsections, we have the emission factor and the activity factor for
the hypothetical category. Thus, we can calculate the annual emissions and uncertainty
measures.

First, it is necessary to convert the emission factor and its uncertainty from Scf to
Bscf,

EF = 10,000 Scf = 0.0000100 Bscf
Tol(EF) = 3,570 Scf = 0.00000357 Bscf
The activity factor and its uncertainty are as follows:
| AF = 1,600 devices
Tol(AF) = 715 devices
The annual emissions value is as follows:
ER = (AF)EF) = (1,600)(0.00001) = 0.016 Bscf

The uncertainty of this quantity is as follows:

Tol(ER) = \/AFzTol(EF)z-J-EFzToZ(AF)z+To{(AF)2Tol(EF)2

By direct substitution of the values above, we obtain the following:
Tol(ER} = 0.00950 Bscf
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This is readily converted to a percent:

Tol(ERY(%) - (190%)TolER) _ (100)(0.00950) - 59.4%
ER 0.016

It remains to calculate the conservative uncertainty. As is discussed in Section A .4,
this measure is based on the upper confidence limit, assuming the error in ER is lognormally
distributed.

In Section A.4, the term ¥ was used to denote the annual emissions; the methodology
developed applies to either the emissions for a category (y equals ER) or the emissions for
the industry (y equais ER;). The development required transformations between linear space
and log space. The notation used facilitated the association of corresponding quantities in the
two spaces; expressions involving y correspond to linear space, while expressions involving
Y correspond to log space. For consistency and convenience, we retain the notation of
Section A.4 for the purposes of calculating the conservative uncertainty. Here, y is the
annual emissions ER for a hypothetical source category. First, we approximate the standard
error of the annual emissions: :

o - Tol) _ 0.00950
> 1645 1645

= 0.00578 Bscf

Regarding the use of the value 1.645 here and below, see Section A.4. Given the

estimated annual emissions ¥ and the value s, it is possible to compute the mean and

standard deviation of the natural logarithm of emissions:

£2 2 2
yo 1 &r -1;,000578%+00160° _
2 y4 2 0.0160*

The estimated standard deviation in log space is as follows:

Sy = V2(p)-7) = V2{In(0.0160)—(-4.20)] = 0.350

The upper confidence limit for Y is as follows:

Y+1.6455, = -4.20+(1.645)(0.350) = -3.62

The bias correction factor is:
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The conservative upper confidence limit is as follows:

Uypprs = Fe' "7 = 1.06¢ 420006490350 _ 0,085 Boer

The conservative uncertainty based on this upper confidence limit is:

Conservative Tol(yy = U__ -~y = 0.0285-0.0160 = 0.0125 Bscf

cons

This is readily converted to a percentage value:

Conservative Tol(y) (%) = (100%)Conservative Tol(y)
y

_ {100)(0.0125)
. 0.0160

= 778%

A.8.4 Industry Annual Emission Calenlations

The data set used for the industry annual emission calculations is included in
Appendix C. While this data set is not ideal for illustrative purposes in view of its size, it
was felt that illustration of the industry emissions calculations using the actual data in the
summary table would be beneficial. These calculations do not involve category-to-category
special cases, as do calculations of annual emissions and uncertainties for individual
categories. The role of correlated errors is illustrated through both a hypothetical example
and calculations with real data.

The first step is to calculate the industry annual emissions, ER;. This value is simply

the sum of the emissions for the 86 categories. Using values from the summary table in
Appendix C, ER; is computed as follows:

86
ER, = Y IR,
i=1

= 0.3352+0.0013+ . . . +2.0631 = 314 Bscf

where ER; depotes the annual emissions for the i source category. The emissions for the
first two categories and the last category listed in the table in Appendix C are shown
explicitly here.

As is discussed in Section 6.1, uncertainties were computed on the basis of several
assumptions to illustrate the effect of certain factors and to arrive at a final measure of
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-1
Tol(ER) = ’Z Tol(ER Y
i=1

= /0.2749%0.3352%+2.1764%0.0013%+ ... +19.244122 06312

21, Tol(ER)Tol(ER))

where 1, is the correlation coefficient between the errors in the annual emissions in the i and
j® categories. Further intuitive discussion of correlated erTors is given in Section 4.4. Plots

The errors in the emissions for two categories may be uncorrelated or may be
correlated because of a common influence on their activity factors or a common influence on
their emission factors. The correlation coefficients considered are given in Appendix C, as
are categories postulated to have correlated e1Tors.
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The calculations associated with cotrelated errors will be illustrated in two steps.
First, a simple hypothetical numerical example involving two sources will be used to
tllustrate the manner in which the term used to account for the correlation is combined with
the uncertainties of the annual emissions for the categories. Second, the actual calculation of
the term used to account for the correlated errors using data from the summary table in
Appendix C is illustrated. :

The following hypothetical numerical example involving two sources is more
manageable for illustrative purposes than is the actual case involving 86 source categories.
Consider two sources with emissions E; = 3.00 Bscf and E, = 4.00 Rscf. Suppose the
uncertainties are Tol(E,) = 1.00 Bscf and Tol(E,) = 2.00 Bscf. The total emissions are as
follows:

E, = E +E, = 7.00 Bscf

If the errors were uncorrelated, the uncertainty of the total emissions would be;

Tol(E;) = \[Tol(E,¥+Tol(E, = 2.24 Bscf

Now, suppose the errors in the emissions for the two categories have a correlation
coefficient, r, of 0.5. A plot illustrating the strength of the relationship that exists when the
correlation coefficient is 0.5 is given in Figure 6-3. Then the uncertainty of the total
emissions would be as follows:

Tol(Ey) = \[TolE,Y'+TolE, P ~2r Tl E)ToIE,) = 2.65 Bscf

Thus, the correlation term increased the uncertainty of the total emissions by
- 0.041 Bscf, from 2.24 Bscf to 2.65 Bscf, in this hypothetical example.

Now the actual calculation of the uncertainty term using data in the summary table in
Appendix C will be illustrated. The two sources are the first and third source categories
listed on the first page of the table; this Page pertains to the production segment. The first
category (category i) includes gas wells (Eastern on shore). The other category considered
here (category j) includes separators, listed under field separation equipment (Eastern on
shore).

Emission factors are given in Scfd/well in the table. These are converted to annual
Bscf/well for use in the calculations. The uncertainties are given in percentages. These are
converted to absolute uncertainties for use in the calculations. The values needed are as
follows:

EF, = 7.11 Scfd/well = 2.60 x 10 Bscf/well

Tol(EF)) = 27% = 7.01 X 107 Bscf/well
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AF; = 129,157 Wells

Tol(AF) = 5% = 6,460 Wells
EF; = 0.900 Scfd/Separator = 3.29 x 107 Bscf/Separator
TolEF) = 27% = 8.87 x 10 Bsctf/Separator
AF; = 91,670 Separators
Tol(AF) = 23% = 21,100 Separators
The numerical value at the right of each equation above was used in the calculations.
In this case, both activity factors are involved in intercategory correlations but are not

correlated with each other. The errors in the two emission factors have a weak correlation
coefficient of 0.2. Thus,

Ig;= 0.2
and
where
Ig; = correlation between the errors in the emission factors for the i* and j*
categories, and :
Taj = correlation between the errors in the activity factors for the same two
categories.

From Section 4.4, the expression actually used to quantify the contribution of the
correlated etrors appears after the equals sign in the following equation:

2r, Tol(ER)Tol(ER) -
2HAF AFyry Tol(EF ) TolEF) +EF EF y, yTOUAF)Tol(AF )+

rey Tl EF YToKEF )r , Tol(AF )Tol(AF,)}

Direct substitution of the data values given above into the expression for the
correlation term produces the value 0.000294. This term, and other correlation terms, are
added to the sum of squares of the uncertainties of the category annual emissions. The
square root of the resulting sum is the uncertainty of the industry annual emissions in Bscf
(see equation 14 in Section 4.4 and the two-category example given earlier in this
subsection). o
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The uncertainty of the industry emissions based on correlated errors is converted to a
comservative uncertainty in exactly the same way that the category annual emissions are so
converted; this conversion is illustrated numerically in Section A.8.3.

The results of the calculations of the uncertainty for the industry annual emissions for
all sets of assumptions considered are presented in Section 6.1. The uncertainties are given
in Bscf and as percentages of national production.
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APPENDIX B
FURTHER DETAILS REGARDING OUTLIER TEST

MEMORANDUM

TO: Bob Lott, GRI

David Kirchgessner, EPA
FROM: David Epperson and Lisa Campbell, Radian
COPY: Mike Cowgill, Radian

Hugh Williamson, Radian

Mike Campbell, Radian

Matt Harrison, Radian
DATE: November 10, 1994

SUBJECT: Results of Statistical Outlier Tests for Plastic Main Leakage Data

On the basis of the resuits of the outlier tests performed, there is no statistical justification
for omitting the large data point from the plastic leak measurements. Furthermore, PG&E’s
statistician who worked on the UAF study confirms that there is no technica] or statistical
Justification for omitting that data point. Consequently, we recommend that the data point
remain part of the distribution leak measurement database.

Results of Qutlier Tests for Plastic Pipe Leakage Data
Overview

The GRI gas data for plastic pipes were screened for potential outliers. The Grubbs

test,’ the Dixon test,’ the Fourth-Spread test,> and a conservative approach,® were used 1o
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identify potential outliers in the plastic pipe data. The Grubbs and Dixon tests require that
the data being screened are normally distributed, The Fourth-Spread test does not strictly
require normality, but it could produce spurious resﬁlts if the data distribution were
markedly asymmetric. The conservative approach addresses cases of normality and

non-normality.

The largest value and the smallest value in the plastic pipe dataset were tested
separately. Table 1 lists the results of the four outlier tests for both the largest and smallest
plastic pipe data values. The smallest value is identified as a potential outlier only in the
Fourth-Spread test; all other tests indicate no outliers, However, the test criteria from both
the Grubbs and Dixon tests suggest that the smallest value is closer to being a potentlal

outlier than the largest value.

Data

The plastic pipe flow rate data and the natura] logarithms of these data, as well as
the means and standard deviations, are shown in Table 2. The data in Table 2 are arranged
so that the smallest value appears in the first row and the largest value appears in the last
row of the table. Only six data points comprise the plastic pipe data and these six points
span five orders of magnitude, ranging from 0.008 SCE/leak-hour to 61.000 SCF/leak-hour.

The Shapiro-Wilk W statistic, generated by the SAS UNIVARIATE? procedure, was
used to determine whether the nonﬁ-ansformed and natural log-transformed plastic pipe data
were normally distributed. For the nontransformed data, the W-statistic was 0.6068 and the
associated p-value was 0.0001, indicating that the nontransformed data were not normally
distributed. However, for the natural log-transformed data, the W-statistic was 0.9396 and
the associated p-value was 0.6747, indicating that the natural log-transformed data were
normally distributed, within random variability. Because of the small sample size
{consisting of 6 data points), however, this test is not highly sensitive. Small or moderate
deviations from normality might not be detected on the basis of a hypothesis test with this
sample size. Figure 1 shows the frequency histogram for the nontransformed data and
Figure 2 shows the frequency histogram for the natural log-transformed data to illustrate the
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TABLE 1. RESULTS OF THE OUTLIER TESTS

r—_ : |
. Data Value Tested | A
Outlier Test (natural logarithm) Criteria Result
Minimum: : '
—4.8283 (ID 2014) 1.71<1.82 not an outlier
Grubbs e
aximum: .
f 4.1109 ap 2002) 1.26<1.82 not an outlier
Nimu: 0.50<0.56 not an outlier
_ —4.8283 (ID 2014) : —
Dixon Mo
aximum;: .
4.1109 (ID 2002) 0.20<0.56 not an outlier
Minimum: outside bounds:
—4.8283 (ID 2014) | —4.3850 to 6.3571 OUTLIER
F-Spread - .
Maximum: inside bounds: not -
‘; 4.1109 (ID 2002) | —4.3850 to 6.3571 Ot an outler
Minimum: inside bounds: .
Conservative —4.8283 (ID 2014) | —8.7334t0 9.3532- | Dot an outlier
Approach Maximum: inside bounds: ]
4.1109 ID 2002) | —~8.7334109.3532 | 1ot an outlier

——

2 The criteria are based on the 5% significance level for the Grubbs and Dixon tests
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TABLE 2. PLASTIC PIPE FLOW RATE DATA AND NATURAL

LOGARITHMS OF THE FLOW RATES

Standard Flow Rate

| Natural Log of Standard

Test ID Number (SCF/leak-hour) Flow Rate
2014 0.008 —4.8283
3020 0.700 —0.3567
3019 1.130 0.1222
3039 1.620 0.4824
11002 10.266 2.3288
2002 61.000 4.1109
Mean 12.454 0.309894
Standard Deviation 24.084 3.014434

B-5




results suggested by the W-statistics. The nontransformed data are obviously skewed and
not normally distributed, while the natural log-transformed data are much more symmetric
and appear to be closer to the normal distribution.

On the basis of the results of the normal distribution tests, the natural logarithms of
the plastic pipe flow rates were tested for outliers using the Grubbs, Dixon, and
Fourth-Spread tests. Following is a discussion of outlier screening in general, followed by
specific details pertaining to each of the outlier tests used in this analysis,

Outlier Screening

Outliers have been defined as observations that do "not conform to the pattern
established by other observations,"* or as observations that appear "to deviate markedly
from other members of the sample in which” they occur.! Qutliers may be caused by
transcription, keypunch, or data-coding errors, instrument breakdowns, calibration problems,
and power failures, or they may be manifestations of a greater amount of inherent spatial or
temporal variability than expected.

Many different tests exist to screen for outliers, some of which have certain

- limitations that prevent them from being applied to all datasets. Some tests require that the
data be distributed normally because statistical parameters are used in the outlier test, while
other tests rely on other types of information from the data to perform the outlier test.
Because of the variety and number of different outlier tests, it is therefore important that no
datum be discarded solely on the basis of a single statistical test. There should always be
some plausible explanation other than the test result that warrants the exclusion or the
replacement of an outlier® If possible, several different types of tests should be applied to

validate the results of the outlier screening process.

The four different tests applied to the GRI plastic pipe data represent some of the
different types of outlier tests. The Grubbs test relies on statistical parameters (mean and
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standard deviation), the Dixon test relies on ratios of values in the tails, the Fourth-Spread
test relies on the spread of the central half of the data, and the conservative approach is
capable of handling any data distribution. Following are specific details regarding how
each of these tests were applied to the plastic pipe data.

Grubbs Test!

The hypothesis tested in the Grubbs test is that all observations in the sample come
from the same normal population. Thus, the transformation of skewed data, such as taking
the natural logarithms, may be necessary. The data are ordered from smallest to largest for
the Grubbs test, such that:

X sX <X, <. <X, (1)

The Grubbs test is then applied to a single suspect value—either the largest value (X or the
smallest value (X,). For the largest value (X,), the test statistic (T,) is calculated as

follows:

T, = @)

where:
X, = the largest data value,
X= the arithmetic average of all » values, and
s = the sample standard deviation, with n—J degrees of freedom.

For the smallest valye (X)), the test statistic (T,) is calculated as follows:

3

where:
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X, = the smallest data value, and

Xand s= the same as for Equation (2).

The test statistic (T, or T,) is compared with the appropriate critical value for the statistic.
When the test statistic is larger than the critical value, then the suspect data point is deemed

a potential outlier.

Using the mean and standard deviation shown in Table 2 for the plastic pipe data,
T,=1.71 and T,=1.26 for the natural logarithms of the flow rates. The critical value for 2
one-sided test using the 5% significance level for a sample size of six is 1.82, and the
critical value using the recommended 1% significance level is 1.94." Therefore, neither the
largest nor the smallest of the natural logarithms of the plastic pipe flow rates were
considered outliers by the Grubbs test.

Dixon_Test'

The Dixon test is an alternative system that does not rely on the calculation of
statistical parameters (e.g., the mean or standard deviation), and is based entirely on ratios
of differences between some of the observations. As with the Grubbs test, the Dixon test
requires a normal data distribution because the ratios of differences are calculated from both
tails. One drawback to the Dixon test is that not all of the data are utilized—only data from
the tails are used. Similarly to the Grubbs test, the data are ordered from smallest to largest
for the Dixon test, as shown in Equation (1). The Dixon test is then applied to a single
suspect value, either the largest or smallest of all of the data values. A test statistic (r_)
that depends on sample size is calculated. The formula for the largest vaiue (X)) from a
sample size of 6 (the plastic pipe data sample size) is:

X=X
Tp= ———— 4)
X=X,

where:
X, = the largest data value,
Xa-t = the second largest data value, and
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X; = the smallest data value.

The corresponding formula for the smailest value (X,) from a sample size of 6 data points
(the plastic pipe data sample size) is:
XZ_XI
T = ——— (5)
X, —X,

where:
X, = the second smallest data value,
X, = the smallest data value, and
X, = the largest data valye.

The test statistic (r,,) is compared to the appropriate critical value for the statistic. When
the test statistic is larger than the critical value, the suspect data point is deemed a potential

outlier.

Using the data shown in Table 2 for the plastic pipe data, r,,=0.20 for the largest
value and r,,=0.50 for the smallest value of the natural logarithms of the flow rates. The
critical value for a one-sided test using the 5% significance level for a sample size of six is
0.560, and the critical value using the recommended 1% significance level is 0.698.!
Therefore, neither the largest nor the smallest of the natural togarithms of the plastic pipe

flow rates were considered outliers by the Dixon test.

Fourth-Spread Test®
The Fourth-Spread (F-Spread) test does not rely on the calculation of the mean or

standard deviation, rather it relies on information from the center haif of the data mass to
define the distance, beyond which, data points should be considered potential outliers, The
center half of the distribution js relatively insensitive to outliers and, therefore, provides a
reasonable basis for characterizing the distribution under the hypothesis that no outliers are

present. As with the Grubbs and Dixon tests, the data must be arranged from smallest to
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largest, as shown in Equation (1). The data need not be normally distributed, but the
distribution should be symmetric. First, the lower and upper fourths {also called the 25th
and 75th percentiles, respectively) for the data distribution are calculated. The

F-Spread (d;) is then calculated by subtracting the lower-fourth (Fp) from the upper-fourth
(Fu). Any data points larger than Fy+(1.5xd;) and any data points smaller than

F ~(1.5xd;) are then considered potential outliers. Figure 3 shows the relationship between
the fourths and cutoffs used to define outliers with the F-Spread method.

. |

Figure 3. Depiction of the fourths
beundaries (F,-1.5 Xdg; Fy+15%d;)

nethod.

The F-Spread for the plastic pipe flow rate data was 2.6855 (Fy=2.3288 and
F;=—0.3567). Thus, data values smaller than —4.3850 or larger than 6.3571 should be
considered potential outliers. One of the six plastic pipe data points, the smallest (ID=2014,
value=0.008 SCF/leak-hour, In value=—4.8283), was therefore considered a potential

outlier.
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Conservative Approach®

This approach is conservative because it screens for only the most blatant outliers,
Thus, data points that may be considered outliers in other methods, may not be considered
outliers by this approach, unless they are separated by a rather large distance from the main
data mass. The histogram for the nontransformed data and the histogram from the natural
log-transform of the data are used as visual aids in this method. Some measure of the
normality (e.g., the Shapiro-Wilk W-statistic) for the data distributions shown in the two
histograms is also used in this method. The following four steps are applied in sequence

until the conditions are met and the criteria are defined for identifying outliers:

(1) The untransformed data distribution is normal. Values more than 3 standard
deviations from the mean (mean+3xstandard deviation) are considered potential
outliers. '

(2) The natural log-transformed data distribution is normal. Values more than 3
standard deviations from the mean of the natural logarithms (mean+3xstandard
deviation) are considered potential outliers,

(3) The untransformed data distribution is visually symmetric, but not normal. Valyes
more than 3 standard deviations from the mean (meant3xstandard deviation) are
considered potential outliers. '

(4) The untransformed data distribution is not normal and not visually symmetric.
Values more than 6 standard deviations from the mean (mean+6xstandard deviation)
are considered potential outliers. For the plastic pipe data, this method produced the
following results for the first two steps (at which point the conditions were met and
outlier criteria were established):

(1) The untransformed data distribution is not normal.  Go to step 2.

2) The natural log-transformed data distribution is normal. Therefore, values
more than 3 standard deviations from the mean are considered potential
outliers. Thus, using the mean and standard deviation shown in Table 2 for
the natural logarithms of the flow rates, values more than 9.3532 or less than
—8.7334 should be considered potential outliers. None of the data points
met these criteria and therefore there were no outliers.

B-12



References

Grubbs, Frank E. “Procedures for Detecting Outlying Observations in Samples.”
Technometrics, 11(1), pp. 1-21, 1969.

Hoaglin, D.C., F. Mosteller, and J.W. Tukey. Understanding Robust and
Exploratory Data Analysis. John Wiley & Sons, Inc., New York, 1983.

NSI Technology Services Corporation. WHO and WMO Program Documentation.
Environ. Monitoring Systems Laboratory, U.S. EPA, Research Triangle Park, NC,
under contract No. 68-02-4444. NSI Publication Number SP-4420-89-28, 1989,

SAS Institute, Inc. SAS® Procedures Guide, Version 6, Third Edition. Cary, NC:
SAS Institute, Inc., 1990.

Hunt, W.F, Jr., G. Akland, W. Cox, T. Curran, N. Frank, S. Goranson, P. Ross, H.
Sauls, and J. Suggs. U.S. Environmental Protection Agency Intra-Agency Task
Force on Air Quality Indicators, EPA-450/4-81-015 (NTIS PB81-177982).
Environmental Protection Agency, Office of Air Quality Planning and Standards,
Research Triangle Park, NC, 1981.

Gilbert, Richard O. Statistical Methods Jor Environmental Pollution Monitoring.
Van Nostrand Reinhold, New York, 1987. :

B-13






APPENDIX C

Summary Data Table



APPENDIX C

SUMMARY DATA TABLE

Appendix C presents the data summary table referenced in various places in the
body of this report. This table summarizes the final results of the study, including the
estimate of the industry annual emissions and the uncertainty thereof,

The primary focus of this report is to discuss the statistical methods used in the
study, not to present final results. For this reasom, a detailed discussion of results for
different source categories will not be presented here; Appendix C is presented here for
completeness. The results are discussed in other project reports, such as Volume 1,
executive summary,' and Volume 2, technical report.?

The column titled "Precision of Annual Emissions" is calculated as described in
some detail in earlier parts of the report. This precision measure is based on the
assumption that the error is normally distributed. A second uncertainty measure, in the
column titled "Conservative Precision of Annual Emissions,” was also calculated. This
measure is based on the assumption that the error is lognormally distributed. The purpose
of reporting this second precision value is to provide an approximate assessment of the
uncertainties of the different emission rates if the normal assumption is not satisfied. The
conservative precision value is larger than the normal precision estimate.

It is possible that the different emissions (the emissions by category and the industry
annual emissions) have errors with different distributions. Thus, both types of precision
measures are provided for each emission value given in the data summary table.

The conservative precision measure is briefly described as follows.

In computing the conservative precision, the same standard error was used as in the
precision based on the normal assumption. The standard error is the estimated standard
deviation of the error in the emission value. However, an approximate 90% asymmetric
confidence interval was computed on the assumption that the error was lognormally
distributed. The conservative precision is based on the upper confidence limit of this

interval, i.e.,
Peomsenave = 100% x (ERy...__ - ERVER
where
= conservative precision (%),

pmnservan’ve

ERy conservative = upper confidence limit based on the lognormal
assumption, and
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ER = estimated emission value.

Because of the asymmetry of the lognormal distribution (see Figure 4-2 and the
accompanying discussion), the conservative precision value is larger than the precision
based on the normal assumption. A lognormal precision based on the upper confidence
limit was provided as a conservative (large) upper bound for the emissions. The analogous
precision based on the lognormal lower confidence interval would be smaller than the
precision based on the normal distribution. The issues related to the calculation of the
conservative precision value are discussed in Section A.4. Figures A-1 and A-2 depict
confidence intervals based on the normal and lognormal assumptions.

The data summary table also provides information concerning source
categories with activity factors or emission factors that have possibly correlated errors.
First, consider the activity factor groupings. All source categories with group 1, for
example, are postulated to have activity factors with weakly correlated errors. However, a
source category with group 1 and a category with group 2 are postulated to have activity
factors with uncorrelated errors. If no group number is listed for a source category, its
activity factor is assumed to be uncorrelated with that of any other category. A similar
scheme was used for identifying groups of sources with emission factors whose errors may
be correlated. The groups of categories shown were identified through engineering
Judgement and discussions between Radian and GRI staff

These correlated groups were used 1o assess the impact of correlated errors
among source categories on the uncertainty of the industry annual emissions. The results of
this analysis are discussed in Section 6.1.

The groups for the activity factors are numbered from 1 to 16; ie., 16 groups
of categories were identified such that all members of a group had activity factors with
possibly correlated errors.” The groups for emission factors are numbered from 20 through
30. The group numbers have no quantitative meaning whatsoever. The fact that there are
no groups numbered 17 through 19 has no importance.

The data summary table lists weak, medium, strong, and perfect correlations.
The numerical values used are as follows:

weak 0.2
medium 0.5
strong 0.8
perfect 1.0
weak-medium 0.3
medium-strong 0.6

These correlations are postulated values, not accurate quantitative estimates,
which are not available. Nevertheless, the postulated correlations provide a basis for
assessing the sensitivity of the results to correlated errors.
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24 med -strong
24 med_-strang

25 medium

Precision t Target
of Annual | Precision Pregiswon
Emissians | of Anpual {%}
Emissions {c}
fa}
27.49% 3.39% | 1077.82
217 64% 423 13% § 1500.00
30.01% 42.74% | 150000
43.56% 53.45% | 1500.00
108.53% 169 02% | 124802
ACO1% 4583% | 150000
24.54% 27 85% | 4d53pa
28.97% 324%; sTAM
37 54% 44.86% | 1500.00
109.80% 17156% | 80384
B88.50% B305% | 34220
82 62% 137.06% | 4B5.20
115.83% 22T 42% i B54.80
175.52% 339.62% | 150000
108.83% 18302%| 25878
32.40% 3784% | Se428
108.00% 1a7.72% ] 24289
201.25% 332.35% | 150000
B84 89% 87.10% ! 11{a37
203 53% JRB00% | 50341
110.03% 171.80% | 18847
181.90% A5936% 1 23757
200.31% Moo 24307
1206.00% ! 2748 84% | 150000
379.00% B34.58% 1 28234
278.07% ST110% | 150000
33.68% 33 56% | 1500.00
173.85% 315.14% § 150000
184 44% 341.18% | 150000
260G 05% 608.88% | 1500.00
201 25% 38235% | 118595
1 1934.63%1 3750.85% | 1308.38
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METHANE EMISSION AND AGCURAGY ESTIMATES

?;]' Based on a fotsi gross national pratuction of 22132 Bsct lar 1992,
{b) Precision basad an & 90% confidence Intarval.
(c} Target Preciston = 1008 24/ISQRTER)), where ER = emissions In Bscf. Overall TP Is +/- 110.66 Bact,

Maximum Relativa Category TP is +/-
{4} Conservalive precision based on up,

BSCF EMISSION REPORT 1048556

1500%, Minimun Relative Category TP is +/. 75%, where TP = tazge! pracision.
pot limit of a 0% confidence Interval, This confidence interval Is based on # lognotmal assumplion.

Peicant | Parcent Activity Emission _ __ | Precision KConservative | Target
PROCESS SEGMENT 1092 1092 of Total | of Totat Upper 1 Aclvity Upper Emission of Annwal | Precision |Pracision
Ermnission Type Emissions |Emissions | Emissions Production Yalue Units Bound | Facter Value Units Bound Faclor Emissions | of Anaual (%)
Source {Tg) (Bsch} (%} % {# [ Corralated fea] Conetated Emissions {c}
. i () Groups Groups L S
QGas Processing Plants
Mormal Fupitives
Plants Q0403 20950 087 00 79 plants 2% | 8 porect To08 schdiplant AB%| 33 weak 4B.05% 60 119 | 43112
Recip. Compressors o3Ne) 1e725¢ 532 a07e 4,092 compressom 45% 11188  scldfeomp T4% | 22 weak-med 85.00% 141.87% | 15258
Centrifugal Compressors 01082 58257 1.79 o425 728 compressors  77T% 2230 cctdicomp 8% | 22 weak.med 91.39% 134.T1% | 26309
Vented and Combusted
Mormal Operaticns
Compressar Exhaust
Gas Engines 01281 86824 212 ..o30 27,760 MMHPhr 122% | 9 medlum G240 sctiHPhr 5% ) 27 pedect t33.20% 221.71% | 24175
Gus Turbines 0039 0.1878 .08 0.0 32910 MMHPhr 121% 1 9 medium 00057 sct/HPhr IONT 28 pedect 129.84% 214.17% ¢ 144074
AGR Venta 0158 0.8237 o2 0.004 371 ABR units 2% 8083  wclAGR 105% 108.85% 109.46% | €8754
Kirray Pumps 00033 03703 0.05 ooot FTHOC  MMscityr 182% {14 medium] 17775 schiMMsct 574% 226.00% 448 12% | 150000
Dehydrator Vants 00252 1.0480 ek ] 0.005) 8930,000 MMscliyr 2% (14 medlum| 12155 sofMMsct 202% H08.20% ASHEA%N T B80S 24
Preumatic Devices 20023 01108 el | 0.001 728 gas plants 2% | 4 perdfmct 184721 sctyiplant 133% | 28 weak 133.04% 221.23% | 150000
Routing Maintenance :
BlowdownalVanth Q0587 ) 28475 054 Rk 728 gas plants 2% @ paifact 4080  Mschyiph 283%; J8 swong | 262.18% 535.66% | 38348 1
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METHANE EMISSION AN ACCURACY ESTIMATES .
Peicent [ Parcent | Activity Emission
JPROCESS SEGMENT 1992 1992 | ofTotal | of Total Upper | Activity Upper | Emission
Emlssion Typa Emissi Emissi Emissi Production| Valse Units Baund Factor Value Units Baund Factor
Soures s (Bscd) {%} % (&) Cairelated i Correlated
(8} Sroups Groups
TRANSMISSIOQNISTORAGE ] i
Fugitivas
Pipeline Leaks {0031 01800 oos 0.004 284,500 miles 5% 7 perect 1.841 scldimile 86% | 23 med.-strang
Compressor Stations {TRANS}
Stalion 31047 54487 173 Q025 1700 stabions 10% 8778 sefdistation I02% ) M weak
Recip. Compressor 07258F 37.7373 120t 0170 8,799 comp. 17% 15208  sctdicomp. 5% | 22 warak-mad,
Centrfugal Compressor 01449 7.5328 240 00 8t comp. 6% WS scidicomp. 4% | 22 weak-mad,
Compiessor Stations {STOR}
Station Qo717 37288 1.18 o017 475 stations - 5% 21507 sctdistation 100% | 30  weak
Recip. Comprasser 02068} 107564 142 0048 1,308 comp. S8% 21118 seidfcomp A% | 22 weak.med
Cantritugal Comprassor 002 15178 c 48 0.007 134 comp: 118% 30573 scldlcemp. 4% | 22 weak-med.
Walls (STORj 8.0145 07522 0.24 0003 17,900 wally 5% 1145 sctdhwell 8%
MAR (Trans. Co interconnect) a.0rca 3.8034 7 0017 2533 stations 778% 8B scidistation B80%
MER (Farn Taps + Ditsct Sales) 20159 08274 028 0004 72,830  stations TBO% N2 ecidistation 8%
Vented and Combusted ’
Morma! Cperalions
Dehydrator Vants {TRANS) soaxn a1M8 003 G000 1,088,000 MMsctiyr 144% B372  sciMiMsct 8%
Dehydrator Vents. {STOR} 0.0045 0.2344 o407 0001 ] 2000000 Mituciiyr 25% 1718 scifiMset 150%
Compressor Exhaust
Engines (TRANSY 0.1884 98912 aca Q044 40380 MMHPnr 17% MO medium G.24G scfiHPhr 5%{ 27 pedect
Turbines {TRANS) Q0011 0.0549 002 0.000 #6835  MMHPhr 3% 110 medium| 00057 sctniphe 0% | 25 partect
Enginas (STOR} 00227 11813 438 0005 4922 MMHPRr 20% 111 medium O3  scimiPhy %[ 27 pedect
Turbines {STOR} 0.0002 0.0009 0.00 0.000 1720 MMHPH 826% |11 medium| 00057  seftPme 30%] 28 pardect
Generators (Engines) 0.009 04148 015 0902 1,978  MMHPhr 45% 112 medivm 0240 eclMPhr % | 27 perect
Generators {Turbines) £.0000 00001 0.00 0000 233 MMHPhr  1114% 112 medlun 0.0057 $cHHPhr %[ 28 perfect
Preumatic Devices 02720| 14 t4an 450 {084 B7,200  dwvices 3% 18197 schyidevice 44%| 20 waak
Raoutine Malnh Alpxaty
Pipeline Vanting 0.1732| @o0044 287 J o4t 284,500 mites 5% 7 peifect B85 Msctyimile 236%
Station Ventin 1 0O1a23 @ 4800 .02 0.043 2178 emp siations G'KJ 4358 Mscly/station  282% | 28 sm;gg\J
{a} Based on 2 fotal gross national production of 22132 Bscl for 1992,
{b} Precinion based on a 90% confidence interval, :
{c) Targat Praciston = 100°(5. 24/SQRT{ER)), whers £R » emissions in Bsef Owerali TP is +/- 110,68 Bsef
Maxt Retative Category TP is +/- 1500%, Minirmurn Ratative Category TE is +1 5%, whate TP = target precision.
{4} Consarvativa pracision basad on upper fimit of & 9% canfid intarval Thix contid interval w based an a lognormal assumption,
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Pracision [Consanative
of Annual { Precision
Emissions | of Anrsal
Emissiony
S (|
85.00% 130.14%
103 00% 157.55%
85.06% £82.35%
4A7% 5397%
100.25% 152.05%
B2 7% 113.88%
130 21% 214.97%
78 28% 108.04%

°96.83% | 1197 40%
100200% | 2207 28%

39L.75% | 884.75%
166.56% | 288 24%
1774%(  19.25%
4568% |  s56.58%
27.49% |  313ex
85425% 1 14B572%
4525%|  s5.04%
116333% | 2510.01%
80.49%]  70.85%
230.25% )  4s090m
| 28286% 1 s3agpas

Targat
Pimcisian
%)
{c}

150000

26737
101.53
22738

32315
190.24
506 53
T10.47
325.14
BBE 13

1500,00
1288 08

200,45
1500.00
57413
1500.00
90580
156000
18592

20795
202.67
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METHANE EMISSION AND ACCURACY ESTIMATES

Paicent | Farcent Activity =~ 00 1T Emisslon o ... _§ Priecislon [Conservative | Twmget
PROCESS SEGMENT 1992 1692 of Total | of Totat Upper | Activity Upper Emission of Annual | Precision |Precision)
Emission Typs Emissi Emissi Emissi Production|  Value Units Bound | Factor Value Units Bound Faclar Emissions | of Annual %)
Source [4]+3] {Bscf) {%} % &) | Cotislated (b} Corelated Emissions {}
e — ] _ L fa} Groups Groups {4 ]
DISTRIBUTION
Mormal Fugitives 1

Fipeline Leaks
Mains - Castdtan 02538 131992 420 0.080 55,288 miles 5% 2387 Msctimite.yr 84% 83 97% 853%% | 7178
Malng - Unprolacted Stas] 01749 g.0478 289 0.041 174,857 aquiv. leaks SBRF15  weak 818 Mecheak-yr 3% 122 42% 19605% | 20745
Mains - Protected Stast c0268 1.3848 D.44 odv ] 88,308 equiv. leaks B82% | 15  weak 203 Mscileak.yr B5% 118.00% 188 58% | 53030
Mains - Plastic 0.0845 49150 158 0022 48228 equiv. heaks  TI6%[ 15  weak 8 MscHeai.yr 185% 282.18% 580.66% | 28147
Sernvices - Unprotected Steel 01791 926830 295 0.042 458,478 equiv. loaks  108% |15 weak 202  Mscileak-yr 105% 188 27% 35292% | 20503
Services - Protectad Staal {0891 15922 1.14 8014 380,828 equiv. leaks 125%.7 15 weak B2 Mscileak.-yr 81% 168.90% 300.79% 320N
Sanices - Plastic ¢.0032 01044 Qo5 &.0m 58.603 equlv. lsaks B7% | 15 weak 239 Msctleak.y7 143% 221.59% 433.02% | 1500.00
Seivices - Coppar 00011 0.0593 a0z D.D00 T72C equiv leaks t40% |15  weak T8 MscfTeak-y 2% 154. 5% 2098 35% | 1500.00

Meter/Regulator {City Gates}
M&R=> 200 0.1048 5.4510 1.73 Q025 3,460  slations Ti% {18 weak 1788  scifvshation I9% 85 46% 1234T% | 2871.27
M & R 100.300 02148 114731 58 0.050 13235  stations 106% 118 weak 958 scthistation 112% 194 87% 30885% | 18aes
MAR< 100 8.0052 0.2603 0oo 0.001 7127 stations 118% 116 weak 43t scthistation 2% 370.94% S12068% !} 120235
Reg > 30¢ & 109G 5.8855 1.80 0.028 3085  slations 08% |18 weak 1819 scitstation 58% BT.37% 143.35% | 28218
R-Vaul » 300 00005 00268 aol 0.0 2348 stations 80% |18 weak 13 scthistation 182% 230 44% 455 726% | 1500.00
Reg 100-300 {0837 43520 138 o020 12273 stations B1%]18  weak 405  ecthistation 88% 93.47% 148.5% | 29012
R-Vault 100-300 0.0002 00087 0.00 0000 5514 stationn 8I% (18 weak G183  scti/atation 4% 120.14% 200.00% ) 1500.00
Reg 40-100 0.0064 03347 o1 0.001 20328 wtabions 4% | 18 waak 1.04  achvstation Td% 100.09% 189.06% | 108342
R-Vault 40-100 0.0005 00244 0. o000 32215 statiens BA% |18 weak 00885  schhstation 64% SO 149.51% | 1500.00
Reg < 40 {0003 0170 #3031 0.000 15377 stations B5% | 16 weak G133 softvstation 135% 17397% 315.87% | 1500.00

Customar Meters
Residantial 0.1087 55464 178 U025 | 40,048,308 outdr metars 10% 1385  scfy/meter 17% 18 80% M80% | 28455
Commercialindusky 0.0042 a2207 007 G001 4,808000 maters 5% 479  scly/mater A% 35.40% 4191%] 132820

Vented

Routine Maintenance
Piessurs Reliel Valve Reteases Q.000a 00418 6.0t 0.000 838760 mila main % 2050 Mscimile 3914% 2P1288% | 6185.19% | 150000
Pipeline Blowdown ¢ 0025 01324 004 0001 1297580 miles 5% |8 perfect 0102 MscHimile 2521% 2574.15% | 4578.78% ] 150000

Upsets ’

_ Mishaps (Dig.ins) 00397 20631 088] 0DOA) 1297586  miles S%{8 padect 150 Mschy/mils = 1922%| 25 medium | 1924.41% | 3751.85% ] 43443
INDUSTRY TOTAL EMISSIONS 8.0437 ) 3142714 | 100.0000 1.4200 20.51% 3271% B2
UNGERTAINTY (/) _ __._}__0owr2{ sosozg .

(a} Based on a total gross national production of 22132 Bsel for 1992,

{b} Pracialon baxzad on a B0% conridence intervat.
{c} Targat Precision = 100{8.24/1SQRT(ER)), where ER = emisslans in Bsef Overall TP Iy +/- 110.86 Bsct.
Maximum Relative Calegory TP is +/- 1500% Minimun Relative Category TP is +/- 75%, where T = taiget precision,
{d} Conservalive piecision basad on upper Timil of a 90% confid interval This confid intacvat s based on 2 logrormal assumption.
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