




 

and cost guiding the design requirements. At the 
2013 EPA Air Sensors Workshop, attendees discussed 
a wide range of new applications driving low-cost 
sensor development, which include personal health 
monitoring using portable devices that collect air 
pollution and biometric data, small-footprint air 
quality stations to assess community exposure, and 
sensor networks monitoring agricultural and other 
industrial source emissions. These new desired 
applications are generating innovation in air quality 
sensing, with ongoing technology development 
toward miniaturization, mass fabrication, and direct 
reading sensors with wireless communication 
through web-based applications making data avail­
able to a wider audience.3,4 

Emerging Sensors and 
Sensor Systems 
A variety of presentations described novel instru­
ments to meet the need for small, low-cost, and 
autonomous air pollutant measurements (see 
Table 2). The most prevalent current approach for 
particle monitoring is a miniaturized light scattering-
based design, with presenters demonstrating the 
capability of commercially available low-cost sensors, 
as well as custom light-scattering sensors under 
development. Light-scattering particle methods can 
provide indirect estimates of particulate matter (PM) 
mass for particles in the size range of approxi­
mately 0.1–3 μm. Emerging new direct-reading 
PM mass sensing techniques include microelectro­
mechanical systems (MEMS)-resonator and tuning 
fork oscillator-based designs, presented by Paprotny 
et al.5and Qin et al.5, respectively. 

Among gas-phase sensing techniques, the most 
commonly tested approaches presented were metal 
oxide and electrochemical sensors, however a 
diversity of other methods were also discussed. 
Metal oxide and electrochemical sensors are com­
mercially available and their use in air quality studies 
is made possible through electrical circuitry opti­
mizing the sensor performance, ancillary tech­
nologies, and data processing algorithms. Both 
metal oxide (presented by Piedrahita et al.5) and 
electrochemical sensors (presented by Chaiwat­
pongsakorn et al.5) showed bias due to temperature 
and relative humidity, which may be correctable 
via integrated temperature and relative humidity 
sensors and post-processing algorithms. 

In addition to new detection techniques, fully inte­
grated sensor systems were demonstrated that 
meet particular application needs. Key components 
include power, communications, and enclosure 
that vary by application (Table 1). Wearable or 
handheld sensor devices are generally the most 
restricted in terms of available power and size. The 
M-Pod (see Figure 1a) is an example device that 
utilizes small metal oxide gas-phase sensors inte­
grated into a handheld package that provides bat­
tery power and a communications interface with a 
smartphone app (Hannigan et al.5). The ASSIST 
group at NC State University envisions an even 
smaller wearable future device that requires only 
micro-watts of power and solely runs on energy 
generated by the wearer (i.e., through body heat or 
motion), powering sensors that provide real-time 
air quality and biometric data (Muth et al.5). 

Another example sensor system was built and 
applied to monitor forest fire emissions in situ. The 
goal of this pilot study was to cover a large spatial 
area, utilizing multiple sensor packages to capture 
upwind and downwind carbon monoxide levels via 
a metal oxide sensor supported by an Arduino 
Mega ADK microprocessor, battery power, and 
XBee radio transmitters (Figure 1b; Johnson et al.5). 
The XBee radio transmitters operate as a self-heal­
ing mesh network with long-range capability (~1.6 
km line of sight) using the Zigbee/ IEEE 802.15.4 
protocol, where wireless data transmission can 
automatically reroute through other nodes in the 
network given an interruption at a particular node. 
Finally, the Village Green Project is a long-term 
community-based air monitoring station powered by 
solar panels that wirelessly streams minute-by­
minute PM2.5, ozone, and meteorology data using 
a cellular modem to a publically available website 
(villagegreen.epa.gov). The station was designed to 
add value to the public outdoor space by integrating 
the air monitoring equipment into a park bench 
(Figure 1c; Hagler et al.5). 

Technology Needs and Challenges 
Sensor systems are already being deployed for a 
wide variety of applications, however most sensor 
systems have not been thoroughly evaluated and 
data quality is not well characterized.4 Determining 
analytical capabilities of sensors under real-world 
conditions, including accuracy, precision, selectivity, 
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of interest include major ions, elemental and 
organic carbon, and trace elements as measured 
in EPA’s Chemical Speciation Network,8 as well as 
inorganic hazardous air pollutants (HAPS; e.g., As, 
Be, Sb; www.epa.gov/ttn/atw/orig189.html). Research 
is currently underway to meet the need for lower 
cost UFP sensors with network capability (Chen et 
al., 20139). Among gas-phase sensors, selectivity, 
sensitivity of response to environmental conditions, 
and lower detection limits for an individual compound 
in ambient air are key issues, particularly for trace 
level volatile organic compounds, a number of 
which are HAPs (e.g., benzene). 

Figure 1. Example next-
generation air monitoring 
systems. a) Portable M-Pod 
device that interfaces with a 
smartphone app (Photo 
credit: Ricardo Piedrahita); 
b) sensor network node 
during a forest fire emissions 
event (Johnson et al.5); and 
c) Village Green Project— 
solar-powered and wirelessly 
transmitting community 
station, with inset image 
showing instrumentation 
enclosed in the bench 
structure. 

When sensor technology is able to provide sufficient 
data quality while meeting application requirements, 
air monitoring practices will likely move quickly to 
include sensor-based networks with wireless com­
munication. This new technology will provide source 
assessment, exposure, and health effects researchers 
with a wealth of new information that may allow 
for more effective reductions in pollutants of most 
concern as well as empowering the public with 
information they can use to make decisions to 
reduce their personal exposures. em 
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immediately followed by offsetting the response 
based on the output from the local air monitoring 
station it would yield a zero and span approach that 
should be inherently more valuable than doing no 
calibration check at all. It would, however, be limited 
to the scale of the pollutant concentration encoun­
tered (with a potential lack of data at either the high 
or low detection range of the sensor resulting in less 
than a full understanding of the true linearity 
impact across the sensor’s full range). A key feature 
of this approach would be the need for sensor 
developers to develop a built-in process by which a 
calibration signal could be received and then auto­
matically processed. This would seem to be a fairly 
simple process but most of the effort to date would 
appear to be on the theory of such an approach 
with only limited examples of such attempts. 

Option 2. Development of low-
cost (direct) sensor calibration 
kits for sale/distribution to sensor 
developers/users 
It is recognized that the direct calibration of a sensor 
would be the gold standard. Such a calibration 
approach might involve either one of two tech­
niques: (1) challenging the inlet or contact surface 
of the sensor to a gas of known concentration, or 
(2) in the case of sensors having some defined 
response (e.g., resistance/conductance, voltage), 
activating a circuit that would establish some pre­
defined output and would, in turn, establish the 
concentration readout of the device. We consid­
ered each of these separately with discussions 
focusing on gas-phase sensors (e.g., CO, NO2, 
O3). It did not seem practical to consider either of 
these techniques for calibration of particulate 
matter-based sensors. 

One primary positive outcome from directly chal­
lenging the sensor surface with a gas of known 
concentration (technique #1) is the assurance that 
the challenge condition is well defined. One knows 
the concentration and purity of the gas being 
applied, that direct contact of the gas and sensor 
interface is occurring, and that one might be able 
to maintain the residence time of the gas on the 
interface to overcome response (delay) features. 
Calibration gas bottles are relatively inexpensive 
(high purity gas in small portable bottles typically 
can be obtained for ~ $100) and there is already 

an infrastructure (vendors) who produce and sell 
such bottles in a wide variety of single as well as 
multiple gas concentrations. 

Many of the low-cost sensors being widely distrib­
uted for both the lower cost, as well as the mid-range 
sensor market, have response curves established 
not on the basis of a direct chemical challenge at the 
time of their sale, but on the basis of a theoretical 
response of a batch or production example. There­
fore, if one establishes an electronic or electro­
mechanical means (technique #2) of challenging 
the sensor to a known effect (resistance/conduc­
tance, etc.), the resulting output of the sensor 
(reported environmental concentration) could be 
rescaled to some pre-established value. Of course, 
one would have to know what the theoretical 
response is supposed to be based upon manufac­
turer’s specifications. Both of the techniques being 
considered would be dependent upon the user 
having the skills and necessary supplies to conduct 
the calibration. 

Option 3. Use of collocated data from 
more recognized (Federal Reference 
Method/Federal Equivalency Method 
or research grade) monitors to 
normalize response 
State and federal air quality monitoring platforms 
often collect a wide variety of pollutant measures. 
These include the criteria gases (CO, NO2, O3, 
SO2) and particulate matter. If one did not have 
the ability to consider either technical approach 
options 1 or 2 as defined above, a third approach 
would offer the means of converting raw (non­
calibrated) data into that of more acceptable quality. 
Data (either with short time resolution or that with 
longer integration periods) from state and federal 
air quality systems could be obtained and then 
used to normalize archived lower cost sensor out­
put. Such an approach would not require lower 
cost sensor developers to reconfigure hardware/ 
software to accept a direct chemical challenge or 
circuitry to mimic some pre-set response criteria. 
Therefore, the cost of developing lower cost sensors 
would remain relatively low. 

Such an approach would be predicated on a num­
ber of factors which the end user would not be 
able to control. These include: (1) assurance that a 
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are very homogeneous over wide spatial areas. If 
the sensor was away from traffic impacts (minimiz­
ing NO2 and O3 titration impacts) and outdoors 
(where it reacts with indoor surfaces), one could ex­
pect the ambient calibration point to be very use­
ful in calibrating the sensor. S02 would seem to be 
a reasonable candidate for such a calibration ap­
proach and once again, measurements would 
need to be taken outdoors due to the infiltration 
loses observed between ambient and the indoor 
environment. Both CO and NO2 represent mi-
croenvironmentally-sensitive gas pollutants (some 
degree of heterogeneity due to mobile source 
emissions). As such, there would need to be care­
ful selection of an outdoor monitoring location 
for the single point method to be effective and 
not introduce serious bias into the resulting raw 
data collections. 

After much discussion concerning Option 2 and its 
technical feasibility, a simple question was asked of 
the breakout attendees. Would you purchase a 
calibration kit estimated to cost ~ $100 if the sensor 
it was to be used upon only cost $200? The answer 

was near unanimous–no! It made little economic 
sense to expect citizen scientists to purchase such 
kits at such a cost ratio and then have the technical 
ability to use them. Furthermore, sensor developers 
indicated they did not wish for such users to have 
the ability to reprogram response algorithms. As one 
sensor developer noted, “giving the user the ability 
to reprogram the response would result in only is­
sues. If the sensor started reporting ‘bad looking 
data’ the user would automatically assume it was the 
device (and not the fact that a faulty calibration pro­
cedure had been performed)”. Furthermore, multi­
ple sensor developers indicated a more practical 
approach was to simply have the users send in the 
device for professional recalibration/refurbishment 
and that a known date of calibration expiration 
should be issued at the time of purchase. These cer­
tification dates should not exceed 1 year in length 
and in fact, many of the current mid-range sensor 
developers (<$5,000) often indicate such certifica­
tion periods. While attendees felt the electro­
mechanical or circuit-based calibration (e.g., resist­
ance) would work for some of the current sensor 
types, this approach gathered no traction in the 
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discussions and was quickly dismissed as less likely 
to be developed by sensor developers. 

The simplest of the mathematical models that might 
apply to an Option 3 approach would be use of a 
linear equation relationship (y = mx +b) where the 
slope (m) and intercept (b) of the resulting raw 
versus reference data would be compared.5 An 
equation like this is the primary means of estab­
lishing the degree of agreement between Federal 
Equivalency Monitors versus Federal Reference 
Monitors. The resulting slope and intercept are 
then used to re-establish the “true” response of the 
raw data. However, it must be recognized that 
many of the low-cost sensors do not have a linear 
response (or may have a linear response for a specific 
range of their overall response curve. Therefore, it 
will never be a one-size-fits-all approach and curve-
linear relationship curves would need to be estab­
lished. More importantly, the end users would 
have to be able to recognize that: (1) the data 
being compared was not of a linear nature, and (2) 
that one of the many various curve-linear models 
would have to be selected and then applied to the 
raw data. It would be expected that many lower 
cost sensor users would not have the technical 
ability to select the appropriate curve to apply. 
Likewise, end users having only modest technical 
backgrounds may balk at having to perform such 
efforts which would result in some degree of pre­
venting them from reporting/using the raw data 
they have acquired. It was agreed that there would 
need to be some third party application (software) 
that would walk lower cost sensor users through 
raw data input, reference data input, appropriate 
curve selection, and ultimately recalculation of raw 
data its final form. No one was able to identify who 
should be responsible for such an application. 

One approach that was not a part of the straw-man 
discussion but which was volunteered was “machine 
learning”. This technique would use host-based 
processing of sensor data streams and mathemat­
ically (statistically) search out data values that ap­
peared out of range. Data would be self-normalized 
(within the monitoring network) rather than any 
sensor calibration per se. It was agreed that such an 
approach, taken to its fullest potential, would elim­
inate the need for any of the straw-man options 
and help introduce “sanity checks” into overall data 
quality and probably represents the future of ubiq­
uitous sensing data mining. 

One common concern about such an approach is 
that data viewed as abnormal (low or high) with 
respect to its peers, might in fact, be accurate and 
thus eliminated from use. Micro-environmental hot 
spots are known to exist (e.g., near road traffic 
emissions, combustion sources, etc.) with widely 
fluctuating pollutant concentrations which would 
need to be considered in any machine learning 
application. Machine learning has been applied to 
large sensor networks involving such measure­
ments as meteorological parameters.6 However, 
one would have to develop a systematic approach 
(infrastructure) for acquiring sensor data and then 
processing it. No such public or government infra­
structure exists in the United States. However, 
some European municipalities are involved in 
establishing such infrastructure and so the concept 
appears to be one more of economic rather than 
technical considerations.7 em 
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Over the past several years, a new term has 
emerged from the esoteric information technology 
lexicon to become almost common parlance. “Big 
data” is now being discussed not only in journal 
literature, but in television commercials. Some of 
the claims and benefits may be hype, aimed at the 
presumably deep pockets of chief information 
officers (CIOs), but the reality of ever-increasing 
data everywhere is far from fiction. Data historically 
have been difficult to locate and expensive to obtain, 
but with the advent of computers, and ever smaller 
and inexpensive devices, we are now in an age of 
data deluge. So, what exactly is big data, and more 
specifically, what are the implications for environ­
mental data from air sensors? At the 2013 EPA 
Air Sensors Workshop, we aimed to introduce 
attendees to the term and some of the aspects 
it touches. 

Defining Big Data 
The National Science Foundation (NSF) has em­
barked on a multi-million-dollar program to fund 
research in big data, which NSF defines as: “… 
advance[ing] the core scientific and technological 
means of managing,  analyzing, visualizing, and 
extracting useful information from large, diverse, 
distributed and heterogeneous data sets so as to: 
accelerate the progress of scientific discovery and 
innovation; lead to new fields of inquiry that would 
not otherwise be possible….”1 

A more business-oriented definition might be: 
“…an enterprise that can mine all the data it collects 
right across its operations to unlock golden nuggets 
of business intelligence….”2 

Some estimates put worldwide data generation at 
2.5 Exabytes per day3—that is equivalent to a stack of 
2 Terabyte hard drives almost 20 miles long.4 While 
we may not be interested in this all-encompassing 
definition, even within the confines of a discipline 
or enterprise, the entirety of relevant data may still 
be substantial and growing fast. Big data, even in 
the realm of science, varies with discipline and 
presents challenges not only with regard to the size 
of data sets, but also in the diversity of data being 
integrated.5 

Genomics offers a prime example of the radical 
change that data has made to the discipline. The 
first bacterium cost billions of dollars to sequence 
and years to analyze, but now a personal genome 
can be mapped in a few days for around $1,000.6 

Sequencing costs are plummeting by 50% every 
five months, making enormous amounts of data 
available.7 With hard disk storage costs (MB/$) only 
doubling every 14 months, the result is that next-
generation sequencing technology is outpacing the 
computational resources to store, process, and man­
age data.8 So while sequencing originally dominated 
the cost structure, now the costs being incurred are 
in data management and downstream analysis.9 

This has resulted in the genomics community 
desperately and rapidly attempting to transform 
the way data collection and science take place by 
creating a, “platform which supports an ecology of 
databases, interfaces, and analysis software.”10 The 
ultimate goal being: to allow users flexibility in 
access to tools, data, and resources, in a scalable 
cost-effective manner, that provides incentives to 
share in the process of discovery.11 While data 
streams from air sensors may not constitute the 
levels of data generation in genomics, challenges 
nonetheless still exist in other aspects such as qual­
ity, sampling protocols, and integration of disparate 
data sets. 

Locating the Data 
One of the first steps in such an endeavor is know­
ing the existence of relevant data. The data we 
need may exist, but if we don’t know of it or can’t 
find it, it is essentially useless to us. While the concept 
of data discovery may seem obvious and philo­
sophical arguments of epistemology notwithstand­
ing, the issue of how and whether we can find data 
is central, critical, and nontrivial to the ability to 
utilize them in further analysis. In addition, data and 
information may not reside where we like, or be 
available in forms we desire, or generally be in a 
state for us to readily ingest or process. 

Still a further complication is that, in general, there 
are two broad categories of data: structured and 
unstructured. Structured data are highly organized 
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actionable data—including big data—to provide 
insights around the increasing level of asthma and 
the burden of this disorder in the community.20 

Meeting the challenge required an initiative that 
not only implemented big data elements such as 
data mining, machine learning, and predictive 
modeling, but also required changes in gover­
nance (public–private partnerships) and community 
engagement (encouraging citizens to use mobile 
apps to collect and upload data).21 While the 
outcomes are not yet clear, the potential benefit 
from the infusion of data that numerous air sensors 
could provide in determining spatio-temporal patterns 
of air pollution is intriguing. It also demonstrates 
the sort of comprehensive and systematic changes 
that are required to meet complex challenges. 

Clearly, much careful thought and deliberation 
among stakeholders is required when we are con­
fronting a future that might include the possibility 
a vast number of new air quality sensors of varying 
quality being deployed. Many of these new sensors 
are likely to be portable and also have GPS capa­
bilities allowing for mobile collection and transmis­
sion of data. But questions remain regarding data 
quality and how these measurements can best be 
utilized given a variety of use cases. One suggested 
framework was that of a “generative platform” 

(i.e., one that invites contributions from anyone 
who cares to make them).22 The contributions start 
among amateurs, who participate more for fun and 
whimsy than for profit. Their work, previously un­
noticed in the mainstream, begins to catch on, and 
the power of the market kicks in to regularize their 
innovations and deploy them in the markets for 
larger than the amateurs’ domain.23 

One realization of the generative platform might 
be the development of concepts such as, “Open 
Air,”24 which allows for a diversity of participants, 
from governments to individuals, using a variety of 
equipment, from reference grade stationary mon­
itors to inexpensive mobile sensors, collecting on 
differing time and spatial scales. But even in such 
a utopian vision, the ways in which to integrate 
disparate data sets, where the data reside, the qual­
ity of the data, and who “owns” them, still remain 
critical and non-trivial questions. 

Given that this is a rapidly evolving area of research 
and product development, growing pains are to be 
expected. The workshop attendees were clearly 
engaged and enthusiastic about the prospects that 
air sensors might, in the near future, provide air mon­
itoring capabilities that are cheaper, faster, and more 
democraticized, allowing broader engagement of 
public in issues of environmental health. em 
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Next-Generation Air Monitoring At EPA
 
We will live in a sensor world. The Internet is 
becoming the internet of things—devices and apps 
that are connected, including many different types 
of sensors. Sensors are all around us, from our cars 
to our hospitals. This technology is becoming an 
increasingly important part of experiencing our 
environment. Rapid technological developments 
are leading to the production of small, low-cost air 
pollution sensors. Federal agencies are prime cata­
lysts in helping to encourage this development. For 
example, the National Science Foundation has 
awarded an Engineering Research Center grant of 
$18.5 million to North Carolina State University 
and its partner universities to develop the next gen­
eration of self-powered health and environmental 
sensors.1 

Similarly, the FP7, the European Union’s Seventh 
Framework Programme for Research, has awarded 
a grant of nearly 12 million euros (16+ million U.S. 
dollars) to 30 research groups and companies from 
20 European countries for CITI-SENSE.2 CITI­
SENSE focuses on citizen participation in environ­
mental monitoring, decision-making, and planning. 
The research will develop, test, demonstrate and 
validate the use of portable low-cost microsensor 
packs with mobile phones for use in community-
based environmental monitoring. 

These new technologies and their use by academe, 
government, and the public will have large impli­
cations for the future of air quality monitoring.3 

Consider the following possibilities: 

• in-plant sensor networks and fence-line monitors 
installed at facilities, allowing them to use sensor 
networks to detect and control fugitive emissions, 
preventing and reducing pollution; 

• emissions monitored at the source and using that 
information to educate, engage, and empower 
environmental justice communities and partners; 

• exposure data directly connected to personal 
and environmental health through the use of 
wearable sensors to engage citizens in personal 
monitoring; and 

• a high-density sensor network of stationary and 

mobile sensor platforms to supplement current 
monitors providing real-time, local, and high-
density data on air quality. 

Sensors are also helping to solve a problem at the 
intersection of public policy and public finance— 
that is, that the federal government, states, and lo­
calities cannot continue to afford the expensive air 
quality monitors that we now use to measure pol­
lutants in our environment. There is hope that the 
sensors now being developed could be a fraction 
of the cost of today’s monitors that are in the 
$100,000 range, perhaps reducing the cost by a 
factor of 10, or even 100. In addition to lowering 
the overall cost of monitoring air pollution, such 
low-cost sensors will allow us to put sensors in many 
more places than we can currently afford. Subse­
quently, that information about the environment 
can be put in the hands of millions of people who, 
previously, have had no access to this information. 
With such a future at stake, EPA needs to be pre­
pared to ride the bow wave and help develop this 
technology to meet a variety of environmental pro­
tection needs. 

Next-Generation Air Monitoring 
EPA is focusing on building a community of devel­
opers, users, state agencies, local communities, 
universities, and the private sector. EPA has worked 
on sensors across a broad spectrum of activities, 
including testing sensors, awarding Small Business 
Innovation Research (SB IR) grants, convening 
workshops, releasing a draft Next-Generation Air 
Monitoring Roadmap, improving science outreach 
to stakeholders, and using open source challenges. 
These activities have created a space for innova­
tion, information, and communication, provided 
laboratory assistance that developers don’t have 
available directly, and created research opportuni­
ties for scientists outside of EPA. 

Testing and Developing Sensors 
EPA’s research laboratories are engaged in a variety 
of projects to test and evaluate new monitoring 
technologies, including: 
• conducting laboratory and field evaluations of 
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